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Drilling very hard, abrasive, and interbedded formations requires polycrystalline diamond compact 
(PDC) cutters, which not only possess higher wear resistance and impact resistance, but also maintains 
sufficient thermal stability. PDC cutters from conventional high-pressure, high temperature (HPHT) 
technology have limited thermal stability due to the presence of unavoidable cobalt (Co) catalyst in 
the cutting structure. Here, we report a new game changing PDC cutter technology via ultrahigh-pres-
sure and high temperature (UHPHT) technology to produce the world’s first ultra-strong and cata-
lyst-free PDC cutting elements. 

Conventional HPHT technology usually has a synthesis capability of pressures of 5.5 GPa to 7 
GPa. In our study, the UHPHT technology has been achieved by an innovative two-stage multi-an-
vil apparatus with novel high-pressure assembly designs for generating ultrahigh-pressures up to 35 
GPa — seven times higher than current PDC cutter technology. Micro-sized fabricated diamond 
powder was used as a starting material without the use of any catalyst to make ultra-strong and 
catalyst-free PDC cutting materials using our first proposed high-pressure work hardening approach. 

The design principles and experimental study of a centimeter-sized sample chamber for a novel 
6-8 type two-stage static ultrahigh-pressure apparatus will be detailed. The conventional PDC cut-
ter manufacturing HPHT technologies will also be reviewed. The hardness and fracture toughness 
of the new cutting materials were evaluated using a Vickers hardness tester. The new ultra-strong 
PDC cutting materials — without using any catalyst — were synthesized under applied pressures, 
nearly three times higher than current PDC cutter manufacturing pressure. 

The Vickers hardness of the ultrahigh-pressure synthesized PDC cutting materials reached the top 
limit of the single crystal diamond, more than 200% higher than current PDC cutters. The PDC 
cutting elements also possess the metallic fracture toughness, which is also more than 200% higher 
than that of current PDC cutters. More importantly, the PDC cutting materials exhibit the industry 
record on wear resistance, which is also more than 200% higher than current PDC cutters. 

Materials characterization, including scanning electron microscope (SEM) and transmission elec-
tron microscope, indicated that the breakthrough performance is directly related to the unique micro-/
nanocomposite microstructure developed under ultrahigh-pressure work hardening conditions. The 
ultra-strong and catalyst-free PDC cutting elements achieved by innovative UHPHT technology 
represents a breakthrough for oil and gas drilling technology. 

New Ultra-Strong and Catalyst-Free  
PDC Cutting Element Technology
Dr. Guodong (David) Zhan, Timothy E. Moellendick, Dr. Bodong Li, Dr. Chinthaka P. Gooneratne, and Dr. Duanwei He

Abstract  /

Introduction
Traditional PDC Cutter High-Pressure, High Temperature (HPHT) Technology

Since GE invented its first fabricated diamond in 1954, the technology has spread around the world with 
the development of more and more high-pressure, high temperature (HPHT) capable tools. One of the most 
successful tools is the polycrystalline diamond compact (PDC) cutter. PDC cutters are manufactured using 
the HPHT sintering process. The process fuses a single diamond crystal at HPHT and then combines the 
diamond material with the tungsten carbide (WC) substrate. Synthetic polycrystalline diamond (PCD) struc-
tures create unique ultra-hard engineering tool materials that provide high hardness, high wear resistance, 
and high impact resistance as well. 

The PDC drill bit has been widely welcomed in oil and gas drilling due to its long bit life and ability to 
maintain a high rate of penetration (ROP). The shear effect of the fixed resistance cutter on the penetrating 
rock is more effective than the crushing effect of the teeth or inserts on the rolling cones of a roller bit. 

There are two main press technologies, including belt press and cubic press, currently used in the production 
of almost all synthetic diamond powders and sintered PCDs. Other technologies also exist, but because the 
samples are too small to be large enough to be used in oil and gas drilling applications, their use is limited to 
research and development. The Belt press was the first concept, developed in the 1950s, when GE successfully 
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synthesized historical fabricated diamond crystals. 
Starting with the initial design in 1954, major im-

provements included changes in cell size increments 
and the development of HPHT cell materials with 
better performance and consistency. Typically, two 
conical anvils and molds are made of hard metal, 
such as WC cobalt (WC-Co), while the bonding ring, 
which is installed with more and more mechanical 
interference, is made of high strength steel. The load 
is applied axially to the top and bottom anvils, which 
are pushed onto the high-pressure cells placed inside 
the mold. The ceramic material of the cell is squeezed 
into the gap between the mold and the side of the anvil, 
thereby providing a seal for the increased pressure in 
the cell. The current passes through the graphite heater 
to increase the temperature of the internal part of the 
cell and begin the sintering process. 

Another important HPHT press technology is cubic 
press technology, which was originally developed as an 
alternative method for generating diamond synthesis 
conditions. The shape of the cells is cubic, and six hard 
metal anvils are pushed down on six cubic faces. In 
this type of press, the edges of the ceramic material 
are squeezed into the gap between the anvil surfaces, 
providing the same sealing effect as the belt press. 

Diamond sintering requires extreme heat, extreme 
high pressure and the use of catalytic solvent metal 
systems to make the sintering process more economi-
cal. Typically, diamonds are sintered at temperatures 
around 1,400 °C, Fig. 1. The source of catalytic/solvent 
metals can be enhanced by the direct addition of raw 
diamond powders, or by in situ processes that place 
substrate materials in a state where catalytic/solvent 
metals can flow. The interstitial spacing of the raw 
diamond material is filled with catalyst or solvent from 
the substrate, thereby bonding the adjacent diamond 
crystals together. Co is usually used as a bonding phase 
for a PDC press. 

At HPHT, diamond-to-diamond bonding occurs, 
and metals are infiltrated into diamond abrasive par-
ticles, helping to catalyze the bonding process. For the 
catalytic/solvent metal to be effective, the tempera-
ture of carbon dissolution and re-precipitation must 
be reached. These temperatures usually exceed 1,200 
°C1. For catalytic solvent systems at active tempera-
tures, in near atmospheric pressure, diamonds are 
prone to significant degradation to graphite, that is, 
these extreme temperatures can cause the diamond 
to return to graphite. 

High pressure is also a necessary condition for success-
ful diamond sintering. To maintain the stable phase of 
the diamond, it is necessary to maintain high pressure 
during the sintering process. This usually requires a 
pressure of about 5.5 GPa — nearly 800,000 psi. In 
this state, the diamond is stable in the sp3 structure 
and can be sintered without taking into account the 
significant degradation of the diamond’s raw material. 
In the design and operation of the HPHT system, the 
system will achieve the required pressure of 800,000 
psi and 1,427 °C, while maximizing the life expectancy 
of expensive hard metal tools, e.g., anvils and molds. 

PDC cutters and synthetic diamond manufacturers 
continue to strive to improve the performance and 
cost-effectiveness of their HPHT systems, so more 
extreme sintering conditions can provide the next 
generation of high-performance drilling products. To 
achieve these HPHTs at the same time, cubic pressure 
technology is dominate. The cube press consists of six 
large pistons, each of which can provide thousands of 
tons of force. 

Each piston pushes a small WC anvil, which in turn 
compresses a cubic pressure cell that contains the 
starting material — cemented carbide and diamond 
powder. Once the cube is pressed, and reaches the 
required pressure, the current generates the required 
high temperature through the resistor heater embedded 
in the pressure unit. These conditions are maintained 
long enough to ensure the formation of a complete 
diamond bonded to the diamond. Subsequently, the 
pressure is limited to a maximum of 10 GPa as the 
graphite heater will be transferred to the insulated 
diamond and lose its heater function.

A challenging task for optimizing PDC cutters made 
from traditional HPHT processes is the removal of 
Co, which is a key ingredient in the manufacturing 
process, and is a costly issue thereafter in drilling ap-
plications. The PDC relies on a distributed network 
in which the crystals are strongly combined. The key 
point is to bond them together with metal catalysts, 
usually Co. It is also what combines the diamond tables 
with substrates (WC). Without the Co catalysts, you 
need to impose extreme pressures and heat that have 
historically been less commercially viable than they 
are today. The problem is Co residue. When it heats up 
due to intense wear friction shear during the drilling 
process, the metal expands far beyond the diamond 
and it begins to split. The expansion of Co will lead to 
the development of cracks, resulting in failure. 

Fig. 1  The diamond-graphite equilibrium curve.
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Zhan et al. (2014)2 made the film with a scanning 
electron microscope (SEM), showing what happened 
when the PDC sample was heated under reservoir con-
ditions. The result is heat failure, and when irregular 
cracks appear, the material dims, turning the once 
even surface into something similar to the cracked mud 
seen at the bottom of a dry pond. There is a solution 
to this problem, known as deep leaching technology, 
by dipping the PDC into acid to leach most of the Co. 
Consequently, it also has its limitations as some metals 
are sealed in spaces that the liquid cannot reach, and 
are left behind. 

The industry as a whole is studying (improved) leach-
ing methods or other methods to further reduce the 
effects of Co. Across the industry, the goal is for PDC 
cutters to be able to endure longer periods at the re-
sulting high temperatures as they cut through hard, 
variable formations. The industry’s rule of thumb is 
that high temperatures damages PDC at temperatures 
higher than 750 °C, and leaching will push that limit to 
around 1,200 °C. There are many attempts to optimize 
these limits, but one of the emerging technologies3-9 
identified for breaking through drilling tool technol-
ogy is ultrahigh-pressure and ultrahigh temperature 
(UHPHT) technology, without the use of catalysts 
— that is our present research focus area.

UHPHT Technology
UHPHT technology is cutting-edge. At present, the 
technology is mainly focused on the study of nano-
crystalline diamonds; however, their industrial appli-
cations are limited by the size of tiny samples. In this 
study, we will introduce new UHPHT technologies to 
create centimeter-sized samples that are sufficient for 
industrial and scientific applications. Expanding the 
sample cavity is an important goal in the development 
of UHPHT devices, and its records are constantly 
refreshed. 

Irifune et al. (2003)4 made use of the Kawai-type 
large cavity static pressure device, Fig. 2, to success-
fully synthesize millimeter-graded nanocrystalline 
PCD under a high-pressure condition of about 15 GPa. 
Since then, after nearly 10 years of improvement, the 

size of synthetic nano-PCD has increased to the cen-
timeter level. Large tonnage high-pressure devices are 
required to obtain larger sample sizes and to ensure 
reasonable high-pressure efficiency. The high-pres-
sure occurrence efficiency is mainly affected by the 
load loss in the transmission process, whether it is the 
mechanical structure of the assembly or the strength 
of the final stage of anvil material. 

The conveyor process consists of two aspects: (1) the 
combination of multistage loading, and (2) the final 
pressure chamber assembly. To improve pressure ef-
ficiency, an efficient multistage loading combination 
and suitable end-level pressure chamber components 
are required. For the first time in the combination of 
multistage loading, we have developed a two-stage 
loading device, Fig. 3. This is directly integrated into 
the first six-sided cubic pressure chamber5-7, eliminating 
the intermediate conversion process loaded by a single 
axis. Loading into three axes significantly improves 
the transmission efficiency of the load, compared to 
the 2-6-8 type loading based on belt press technology.

When the force of the loading system and the strength 
of the last stage anvil material are high enough, the 
pressure of the sample cavity can be increased by reduc-
ing the pressure contact area, i.e., through shortening 
the length of the end anvil cutting edge, although this 
will decrease the sample size. The practicability of a 
new type of superhard material, such as nanocrystal-
line PCD and cubic boron nitride, depends to a large 
extent on the sample size of bulk materials and the 
pressure required, usually around 14 GPa. Therefore, 
the challenge to develop a large cavity static pressure 
device should increase the pressure limit while ex-
panding the cavity.

Ultrahigh-pressure technology based on China’s do-
mestic hinge six-sided cubic press, with a centimeter 
cavity of single cylinder loading capacity, is about 50 
MN (5,000 tons). On the other hand, the technolo-
gy capable of large tonnage six-sided cubic presses 
is cost-effective that will expand their applications. 

Millimeter-scaled samples are still limited to the 
study of physical properties. The application of cen-
timeter-scaled samples in comprehensive physical 

Fig. 2  A three-stage 2-6-8 type UHPHT press in Japan.
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characterization and tool device preparation is more 
promising. Therefore, the ability to produce centi-
meter-scaled samples, which are integrated on sin-
gle-axis (two-sided) presses and the development of 
a centimeter-scaled high-pressure cavity with more 
than 14 GPa pressure are of great significance for 
high-pressure research and the application of new 
superhard materials. 

For the development of pressures greater than 14 GPa 
of the centimeter-scaled large cavity, the difficulty of 
a static high-pressure device mainly lies in the lack of 
mature principle design guidance, and verifies that the 
experiment cycle is long and expensive. In this study, 
we developed an advanced two-stage 6-8 type static 
high-pressure device based on a Chinese domestic 
DS6 × 800 ton hinged six-face cubic press. 

This work focuses on the design principle of a large 
volume cavity of a two-stage 6-8 type static high-pres-
sure device and experimental research for the first time 
to synthesize centimeter-scaled samples at a pressure 
of 14 GPa for oil and gas industry applications.

Results and Discussions
Ultrahigh-Pressure Design Principle, 

Experimental, and Characterization

Based on the China domestic hinge-type six-face cubic 
press, the developed two-stage 6-8 type large cavity 
static high-pressure device consists of two parts, i.e., 

the primary pressure cubic chamber, and the second 
stage octahedral pressure booster device. The primary 
pressure cavity has six anvil-shaped square carbide 
alloy anvils. The hydraulic cylinders are pushed 
forward under three axes, together forming a cubic 
pressure chamber. The second stage pressure booster 
unit consists of eight angled squares of WC-Co ce-
mented carbide — the end-stage anvil — forming an 
eight-sided high-pressure cavity where the pressure 
media is placed inside. 

With the end-stage of the anvil propulsion, the eight-
faced medium is pressured rheologically and deformed, 
producing a sealing edge, together with the end anvil 
faces forming the second stage ultrahigh-pressure 
chamber. To describe the assembly features of the 
second stage pressure chamber of a large cavity static 
high-pressure device, the general method is to give 
the length, a, of the eight-sided pressure media (unit: 
mm, hereinafter) and the end-stage anvil truncation 
length, b, i.e., a/b, which is the key to the whole system 
design. One of the parameters reflects the assembly of 
important information, such as the basic structure of 
the two-stage pressure chamber and the approximate 
size of the sample that can be produced. 

The design of this experiment uses a 36/20 assembly, 
i.e., eight-face body pressure media side length of 36 
mm and the end of the anvil front side of the cutting 
edge length of 20 mm with the use of cemented carbide 
having a Vickers hardness of about 20 GPa. The loading 
system is the CS-VII (HD) 6 × 25,000 KN-type six 
cubic hydraulic machine with a single cylinder with a 
maximum loading force of 25 MN, and the working 
cylinder diameter of ⌀560 mm.

The second stage of the eight-sided body cavity is 
mainly composed of three components: eight cutoff 
cubic blocks for pressurization, pre-sealing strips be-
tween cubic blocks, and octahedron pressure media in 
the cavity. The loading force acts from six directions of 
the six outer surfaces of the auxiliary booster unit, Fig. 
4, which pushes forward eight cubic blocks, squeezes 
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the octahedron pressure transmission media, and es-
tablishes ultrahigh-pressure in the cavity. During the 
loading process, the pre-seal strip and the octahedron 
transmission medium placed between the cubic blocks 
are squeezed and flowed to form the sealing edge. 

The external force directly acts on the pressurized 
media, producing the high-pressure of the sample cav-
ity, while the other part acts on the sealing edge, and 
the sealing of the eight-sided body cavity developed 
friction between the sealing edge material and the 
outer surface of the cube booster unit. The pressure 
occurrence efficiency of the octahedron pressure cavity, 
i.e., the proportional relationship between the cavity 
pressure and the system load, depends largely on the 
load of the force in the system directly acting on the 
pressure transferring medium — the larger the load 
consumed by the sealing edge, the lower the pressure 
occurrence efficiency of the octahedron pressure cavity.

In the large cavity design of the second stage pressure 
booster unit, the dimensions of a and b must first be 
determined. Through the analysis of a pressurized 
medium and the simplification of mechanical model 
in the process of compression, some empirical rules 
can be drawn to guide the design of the whole assem-
bly. To simplify the analysis, it is assumed that the 
end anvils can move with each other without being 
destroyed, and that the sealing edges can be infinitely 
compressed. Figure 5a represents an octahedron in 
an un-pressured state.

Figure 5b indicates that the eight-sided mass media 
is compressed under external loading to form a second 
stage pressure chamber. During the pressure process, 
the chamfering part of the octahedron is pressed into 
the gap between the end-stage anvils, together with the 
sealing edge bearing the high pressure. When the end 
anvil continues to come into contact with each other, 
if the seal is omitted, the sealing edge squeezed to the 
end, the anvil gap will become thinner and thinner. 

The original eight-sided body is compressed into 
the volume limit, Fig. 5c, where the truncation size 
of the end-stage anvil is the same as the length of the 
octahedron. The volume ratio can be defined as the 
assembly limit compression volume ratio, Φ:

Φ = v1/v2 = a3/b3      1

where v1 represents the initial volume of the eight-face 
compression media before being compressed, and v2 
represents the volume at which the pressure media 
is compressed to the ultimate position, i.e., the end 
volume of the eight-faced body formed by the cutting 
angle of the anvil. 

Figure 6 shows the specific size and the assembly of 
the ultimate compression volume ratio of the general 
assembly of the two-stage pressure chamber of the 
static high-pressure device in the literature and our 
current 36/20 assembly.

As shown in Fig. 6, the R2 coefficients of the fitted 
curves to its octahedral edge length and anvil trun-
cation edge length are 0.88 and 0.93, respectively, 
which better reflects the trend of the assembly’s ultimate 

compression volume ratio. As can be seen, as the as-
sembly geometry size increases, the assembly’s ultimate 
compression volume ratio is dramatically reduced. 

Due to the lack of mature design principles of the 
high-pressure chamber assembly, we proposed the 
ultimate Φ as an important reference and guidance 
parameter for assembly design. When designing a new 
type of assembly, we first need to determine the size of 
the high-pressure chamber, e.g., the 36/20 assembly 
used in this study for synthesizing a sample targeting 
a diameter of 10 mm. 

In the HPHT synthesis experiment, the eight-face 
body pressure media generally includes the following 
assembly parts: sample wrapping, insulation thermal 
components, heating components, and conductive 
components. The sample hole can be calculated by 
considering the sample size and the size required for 
each component. In this study, the calculated hole 
diameter is about 15 mm. Based on the high-pressure 
cavity pressure, thermal insulation and pressure sealing 
requirements, the diameter of the polygon triangle of 
the eight-face body pressure media in the sample hole 
is estimated at 90% of the diameter of the inner circle. 

Therefore, the high-pressure cavity (eight-body pres-
sure media) can be estimated at 29 mm. The high-pres-
sure chamber containing the sample is formed in the 
compressed eight-face mass pressure media, and its vol-
ume (size) is between the eight-face and the eight-body 

Fig. 5  Schematic of a pressure medium in the compression  
           process from (a) initial noncompression, (b) during  
           compression, and (c) to the final compression limit.
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the octahedron pressure transmission media, and es-
tablishes ultrahigh-pressure in the cavity. During the 
loading process, the pre-seal strip and the octahedron 
transmission medium placed between the cubic blocks 
are squeezed and flowed to form the sealing edge. 

The external force directly acts on the pressurized 
media, producing the high-pressure of the sample cav-
ity, while the other part acts on the sealing edge, and 
the sealing of the eight-sided body cavity developed 
friction between the sealing edge material and the 
outer surface of the cube booster unit. The pressure 
occurrence efficiency of the octahedron pressure cavity, 
i.e., the proportional relationship between the cavity 
pressure and the system load, depends largely on the 
load of the force in the system directly acting on the 
pressure transferring medium — the larger the load 
consumed by the sealing edge, the lower the pressure 
occurrence efficiency of the octahedron pressure cavity.

In the large cavity design of the second stage pressure 
booster unit, the dimensions of a and b must first be 
determined. Through the analysis of a pressurized 
medium and the simplification of mechanical model 
in the process of compression, some empirical rules 
can be drawn to guide the design of the whole assem-
bly. To simplify the analysis, it is assumed that the 
end anvils can move with each other without being 
destroyed, and that the sealing edges can be infinitely 
compressed. Figure 5a represents an octahedron in 
an un-pressured state.

Figure 5b indicates that the eight-sided mass media 
is compressed under external loading to form a second 
stage pressure chamber. During the pressure process, 
the chamfering part of the octahedron is pressed into 
the gap between the end-stage anvils, together with the 
sealing edge bearing the high pressure. When the end 
anvil continues to come into contact with each other, 
if the seal is omitted, the sealing edge squeezed to the 
end, the anvil gap will become thinner and thinner. 

The original eight-sided body is compressed into 
the volume limit, Fig. 5c, where the truncation size 
of the end-stage anvil is the same as the length of the 
octahedron. The volume ratio can be defined as the 
assembly limit compression volume ratio, Φ:

Φ = v1/v2 = a3/b3      1

where v1 represents the initial volume of the eight-face 
compression media before being compressed, and v2 
represents the volume at which the pressure media 
is compressed to the ultimate position, i.e., the end 
volume of the eight-faced body formed by the cutting 
angle of the anvil. 

Figure 6 shows the specific size and the assembly of 
the ultimate compression volume ratio of the general 
assembly of the two-stage pressure chamber of the 
static high-pressure device in the literature and our 
current 36/20 assembly.

As shown in Fig. 6, the R2 coefficients of the fitted 
curves to its octahedral edge length and anvil trun-
cation edge length are 0.88 and 0.93, respectively, 
which better reflects the trend of the assembly’s ultimate 

compression volume ratio. As can be seen, as the as-
sembly geometry size increases, the assembly’s ultimate 
compression volume ratio is dramatically reduced. 

Due to the lack of mature design principles of the 
high-pressure chamber assembly, we proposed the 
ultimate Φ as an important reference and guidance 
parameter for assembly design. When designing a new 
type of assembly, we first need to determine the size of 
the high-pressure chamber, e.g., the 36/20 assembly 
used in this study for synthesizing a sample targeting 
a diameter of 10 mm. 

In the HPHT synthesis experiment, the eight-face 
body pressure media generally includes the following 
assembly parts: sample wrapping, insulation thermal 
components, heating components, and conductive 
components. The sample hole can be calculated by 
considering the sample size and the size required for 
each component. In this study, the calculated hole 
diameter is about 15 mm. Based on the high-pressure 
cavity pressure, thermal insulation and pressure sealing 
requirements, the diameter of the polygon triangle of 
the eight-face body pressure media in the sample hole 
is estimated at 90% of the diameter of the inner circle. 

Therefore, the high-pressure cavity (eight-body pres-
sure media) can be estimated at 29 mm. The high-pres-
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pressure media formed by the cutting angle of the anvil. 
According to the previous experiment and the number 
reported in the literature, when the pressure medium 
from the initial state is compressed to about 14 GPa, 
the volume collapse rate is about 20%, which can be 
estimated from the initial eight-face body. 

The side length, a, of the media is 36 mm. The anvil 
truncation edge length, b, from the combined ulti-
mate compression volume ratio, obtained from Fig. 
6, can be reversed to 20 mm. Importantly, after the 
assembly parameters a and b are determined, the size 
of the required sealing edge and the size of the anvil 
support material can be calculated according to the 
mechanical structure. 

At this point, the assembly required dimensions of 
each component are designed to be complete. Note 
that the design of the assembly size should be modified 
according to the specific circumstances. This includes 
the need for more high pressure, which can be guar-
anteed under the premise of the high-pressure seal, to 
reduce the size of the sealing edge, and the use of the 
higher strength of the end stage of the anvil material. 

Mechanical Properties and Wear 
Resistance
As the starting material for the experiment, the particle 
size of the commercially available high purity raw 
diamond powder is 8 M to 12 M. We use a grundo 
container to treat the powder in a vacuum furnace. 
When the vacuum chamber is pumped to 2 × 10-4 Torr, 
the sample is heated to 1,200 °C at a rate of 15 °C 
per minute. After maintaining a peak treatment tem-
perature for 90 minutes, the sample is cooled to room 
temperature at 5 °C per min. Next, the end-processed 
powder is quickly packed into a cylindrical capsule — 
made of titanium foil with a diameter of 13 mm and 

a thickness of 6.3 mm — and placed in a high-pres-
sure unit. High-pressure experiments were carried 
out using a two-stage multi-anvil device based on a 
cubic press. Magnesium oxide (MgO) was used as a 
pressure medium. To produce an ultrahigh-pressure, a 
high-pressure assembly was developed — 36/20 octa-
hem edge length/truncated edge length. Packaged in 
titanium foil, the samples were placed in MgO sleeves. 
The tantalum tube was used as the heater, and a zir-
conium dioxide sleeve as the thermal insulator. The 
pressure is calibrated according to the phase change 
of several reference materials at room temperature 
(bismuth, zinc telluride, and zinc sulfide).

The treatment temperature of the pressure chamber 
was measured using a thermocouple. In our experiment, 
we first increased the pressure to 5 GPa within 2 hours, 
then heated the sample to 100 °C and increased the 
speed to 100° per minute. We maintain a constant 
temperature of 1,000 °C for 1 hour and increased the 
pressure to 14 GPa, and then increased the desired 
temperature at a constant pressure of 200 °C per min-
ute at 14 GPa. Following that, at P-T peak conditions, 
the sample remained for 10 minutes and gradually 
annealed to a temperature of 100 °C, reducing the 
pressure to 5 GPa within 4 hours. 

Finally, we cooled it to room temperature at a rate of 
2 GPa. Then we released the pressure over 30 minutes. 
Capsules extracted from a multi-hammer combination 
were opened and processed under acidic conditions to 
remove the titanium foil. After that, the sample was 
cleaned in water, and then cleaned with ethanol in 
an ultrasonic bath.

The powder X-ray diffraction (XRD) in X-ray dif-
fractometer with Cu kα radiation (= 0.15406 nm) on 
0.01°/s, for 2 = 10°-100° characterizes the starting 
material and the treated sample at room temperature. 

Fig. 6  Ultimate compression volume ratio of the assembly with its octahedral edge-length, a, and the anvil truncation edge-length, b.
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pressure media formed by the cutting angle of the anvil. 
According to the previous experiment and the number 
reported in the literature, when the pressure medium 
from the initial state is compressed to about 14 GPa, 
the volume collapse rate is about 20%, which can be 
estimated from the initial eight-face body. 

The side length, a, of the media is 36 mm. The anvil 
truncation edge length, b, from the combined ulti-
mate compression volume ratio, obtained from Fig. 
6, can be reversed to 20 mm. Importantly, after the 
assembly parameters a and b are determined, the size 
of the required sealing edge and the size of the anvil 
support material can be calculated according to the 
mechanical structure. 

At this point, the assembly required dimensions of 
each component are designed to be complete. Note 
that the design of the assembly size should be modified 
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the need for more high pressure, which can be guar-
anteed under the premise of the high-pressure seal, to 
reduce the size of the sealing edge, and the use of the 
higher strength of the end stage of the anvil material. 

Mechanical Properties and Wear 
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As the starting material for the experiment, the particle 
size of the commercially available high purity raw 
diamond powder is 8 M to 12 M. We use a grundo 
container to treat the powder in a vacuum furnace. 
When the vacuum chamber is pumped to 2 × 10-4 Torr, 
the sample is heated to 1,200 °C at a rate of 15 °C 
per minute. After maintaining a peak treatment tem-
perature for 90 minutes, the sample is cooled to room 
temperature at 5 °C per min. Next, the end-processed 
powder is quickly packed into a cylindrical capsule — 
made of titanium foil with a diameter of 13 mm and 

a thickness of 6.3 mm — and placed in a high-pres-
sure unit. High-pressure experiments were carried 
out using a two-stage multi-anvil device based on a 
cubic press. Magnesium oxide (MgO) was used as a 
pressure medium. To produce an ultrahigh-pressure, a 
high-pressure assembly was developed — 36/20 octa-
hem edge length/truncated edge length. Packaged in 
titanium foil, the samples were placed in MgO sleeves. 
The tantalum tube was used as the heater, and a zir-
conium dioxide sleeve as the thermal insulator. The 
pressure is calibrated according to the phase change 
of several reference materials at room temperature 
(bismuth, zinc telluride, and zinc sulfide).

The treatment temperature of the pressure chamber 
was measured using a thermocouple. In our experiment, 
we first increased the pressure to 5 GPa within 2 hours, 
then heated the sample to 100 °C and increased the 
speed to 100° per minute. We maintain a constant 
temperature of 1,000 °C for 1 hour and increased the 
pressure to 14 GPa, and then increased the desired 
temperature at a constant pressure of 200 °C per min-
ute at 14 GPa. Following that, at P-T peak conditions, 
the sample remained for 10 minutes and gradually 
annealed to a temperature of 100 °C, reducing the 
pressure to 5 GPa within 4 hours. 

Finally, we cooled it to room temperature at a rate of 
2 GPa. Then we released the pressure over 30 minutes. 
Capsules extracted from a multi-hammer combination 
were opened and processed under acidic conditions to 
remove the titanium foil. After that, the sample was 
cleaned in water, and then cleaned with ethanol in 
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The powder X-ray diffraction (XRD) in X-ray dif-
fractometer with Cu kα radiation (= 0.15406 nm) on 
0.01°/s, for 2 = 10°-100° characterizes the starting 
material and the treated sample at room temperature. 
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The morphology and microstructure of the polished 
sample was studied by SEM. Samples prepared at 14 
GPa and 1,900 °C are characterized by transmission 
electron microscopes with an accelerated voltage of 
200,000 volts. The volume density of the prepared 
sample was measured by the Archimedes method, 
and the phase reference strength was quantitatively 
analyzed by XRD to calculate the relative density. 
In the backscatter geometric backscatter, based on 
the triple grating monochrome, the micro-Raman 
scattering spectrum is collected at room temperature 
and is accompanied by the electron multiplying charge 
coupled device, which is excited by solid-state lasers 
532 nm, and collect 100x, 0.90 NA objective.

A Vickers single diamond indenter on polished sam-
ples performs the Vickers hardness (Hv) test. The load 
force is 29.4 N and the duration is 15 seconds. The SEM 
measures the Vickers indentation length of the polished 
sample. In traditional PCD manufacturing, pressure 
and temperature are two key variables because they 
are important in determining the final performance of 
sintered diamond products. Likewise, these same vari-
ables also represent the principle technical challenges 
in designing the HPHT apparatus for optimizing the 
manufacturing process. 

Usually, the diamond powder sintering process con-
sists of two steps. First, the pressure is raised to nom-
inal levels, with little or no heating. At this stage, all 
crystals are driven into each other and are becoming 
more and more compressed. Many diamond grains 
are relatively sliding, most of which are cracked into 
two or more fragments; the overall effect of which is 
to increase the apparent density of the powder.

By measuring the particle size distribution before 
and after full pressure of the cold operation, it is easy 
to quantify the powder breakage caused by pressure 
increase. Interestingly, the rougher powder has a higher 
degree of crushing than the finer powder. In terms of 
the average number of points of contact, this fact can 
easily be proven.

Under atmospheric pressure, diamonds are not at a 
stage of thermal stability, but graphite is at a stage of 
temperature stability. Diamonds do not spontaneously 
convert to black carbon at room temperature because 
the reaction speed is almost zero. Although, if the 
temperature exceeds 1,200 °C, the reaction speed 
will accelerate, causing the diamond to form graphite 
spontaneously. To make a diamond, or to sinter it, this 
condition is necessary to support the heat stabilization 
phase of the diamond, not the graphite. In other words, 
we need to increase the pressure and temperature to 
speed up the synthesis, or bonding process. 

Figure 1 shows the diamond-graphite equilibrium 
curve, according to which the increase in tempera-
ture per 38 °C requires an increased pressure of psi 
to remain within the stable range of the diamond. 
It is also clear that the need for rapid response (and 
therefore high temperatures) contradicts the manu-
facturing need to work at lower pressures to extend 
the life of high-pressure tools. 

In this study, the microcrystalline diamond (MPD) 
powder was treated at 14 GPa at very high pressure 
without any additives at different temperatures. This 
is 2.5 times higher than traditional HPHT processes. 
Most importantly, we can produce cylindrical sam-
ples with a diameter of 11 mm and a thickness of 6 
mm, which is the largest sample in the world. These 
samples are large enough to manufacture industrial 
cutting/drilling tools and scientific research samples. 
It was found that MPD materials have relatively low 
stress zones, known as Y regions, located in triangular 
diamond particle boundaries, which may be the cause 
of the presence of reinforced graphite. 

It was also noted that the Y zone consists of dia-
mond nanoparticles embedded in turbine graphite and 
amorphous carbon. Dense dislocation, dual boundary, 
and stacked faults were observed, indicating that each 
particle contained a diamond laminate in nanoscale 
thickness5. These substructures observed in large di-
amond particles are typical features of cold plastic 
deformation or post-working hardening materials. This 
is consistent with recent reports that nanodiamonds 
made from specially designed onion carbon nanopar-
ticles have similar properties7.

The results of the Hv test of the MPD samples pro-
cessed at a temperature of 1,900 °C are measured 
using a standard square pyramid diamond indenter. 
The load force is 29.4 N and the residence time is 15 
seconds. The MPD material has a hardness of 121 GPa, 
which is up to the maximum limit for monocrystalline 
diamonds, and is twice as high as conventional PCD 
composites. The ultrahigh hardness of MPD materials 
can be attributed to nanostructure defects caused by 
high-pressure hardening, such as stacked nanoplate 
layers, stacked faults, and twin microstructures. 

Figure 7 is a schematic of the microstructural change 
mechanism with increased pressures, forming a super-
strong diamond. Typically, MPD material consists of a 
diamond skeleton consisting of micron-sized particles 
and isolated Y zones. Each micron-sized particle has a 
substructure of stacked nanoplates, while the Y zone 
consists of nanocrystal diamond grains embedded in 
turbine graphite and amorphous carbon. 

This unique micro-nested structure stems from the 
plastic deformation of diamond particles and the mu-
tual transformation of diamonds produced during the 
HPHT process. The crystallization defect plays a role 
in preventing disalignment in the deformation pro-
cess, which is beneficial to its mechanical properties. 
In addition, during processing, particles form plastic 
deformation in substructures by squeezing diamond 
particles, further increasing hardness due to the Hall 
repair effect.

The fracture toughness of the MPD sample has been 
characterized and calculated by: 

KIC = ξ (E/HV)1/2 (P/c3/2) (MPa m1/2)    2

where ξ is the calibration constant of 0.0166 (±0.004), 
E is the Young’s modulus (GPa) (in the experiment 
we used the aggregate Young’s modulus, 1,050 GPa, 
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for diamond), P is the loading force (N), and c is the 
length of the crack. 

The KIC of the MPD prepared at 14 GPa and 1,900 °C 
is 18.7 MPa m1/2, the highest in the world. This is 3.7 
to 5.5 times higher than a monocrystalline diamond. 
Interestingly, microcracks are mainly produced on 
diamond microcrystals and terminate at the grain 
boundary (Y zone). The Y region of the nanostructure, 
consisting of nanocrystal diamond particles, turbine 
graphite, and amorphous carbon, can significantly pre-
vent further crack expansion, thereby greatly improving 
the fracture toughness of the preparation sample.

The turning log testing to assess the wear resistance 
of the MPD material is carried out at a speed of 1,000 
m/min with a feed rate of 0.4 mm and a cutting depth 
of 0.5 mm. The G ratio is calculated based on the 
wear flat volume to assess the wear resistance of the 
material. The best PDC cutters used in the oil industry 
for performance comparison also prepare the refer-
ence baseline diamond table. The results of the new 
UHPHT diamond cutting material set a new industry 
record for wear/abrasion resistance, more than 2.3 
times higher than the best wear-resistant PDC cutters 
currently used in the oil industry.

Figure 8a is an image of the new UHPHT synthesized 
MPD, and Fig. 8b is the reference cutter, generated 
under the same testing condition, showing industry 
record wear resistance of the UHPHT MPD diamond 
cutting material.  

Conclusions and Future Direction
In conclusion, we have successfully synthesized and 
tested a new PDC cutting material using our innova-
tive UHPHT technology. These test results set a new 
industry record for wear resistance of more than two 
times higher than the current PDC cutters used in 
the oil and gas drilling industry. The new material 
achieves fracture toughness close to the metal, and 
its hardness is more than two times harder than that 
of the current PDC technologies. 

As seen in Fig. 9, there are also many promising areas 
to explore, but we are facing new challenges because 
of the synthetic conditions of industrial high-pressure 
from the traditional 5 GPa, 1,500 °C region to 20 
GPa, 2,000 °C. In these new temperature and pres-
sure zones of 20 GPa and 2,000 °C, the challenges 
include development of the required large cavity in-
dustrial equipment to deliver the combination of the 
high precision temperature and the pressure control. 
This is necessary to achieve the required conditions 
for diamond synthesis, i.e., high efficiency with precise 
control.

These ultra-strong and catalyst-free PDC cutting 
elements achieved in this study represent a potential 
breakthrough in the oil and gas drilling technology. Re-
search continues to produce larger volumes of UHPHT 
cutting material needed to create full-scale cutters ready 
for field-testing with the goal of achieving “One Run 
to Total Depth” game changing drill bit technology.

Fig. 7  A schematic of the microstructural change mechanism with increased0 
           pressures, forming a superstrong diamond.
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Producing and processing significant volumes of crude oil requires connecting to wells in different 
fields that are usually spread across large geographical areas. Gas-oil separation plants (GOSPs) then 
process the collected crude oil. These facilities are often grouped into clusters that are within approx-
imate distances from each other. GOSPs are often connected laterally via swing lines, which allows 
for shifting part or all of the production from one GOSP to another. Transfer lines also exist to allow 
processing intermediate products in neighboring GOSPs, thereby increasing complexity and possible 
interactions. In return, this provides an opportunity to leverage mathematical optimization to improve 
network planning and load allocation.

This work addresses optimizing the operation of a complex network of GOSPs. The goal is to 
operate this network such that oil production targets are met at minimum energy consumption, 
thereby minimizing operational expenditure and greenhouse gas emissions. This article proposes a 
novel methodology to formulate and solve this problem. It describes the level of fidelity used to rep-
resent physical process units. This varies from use of high-fidelity models to represent certain equip-
ment to a more simplified representation elsewhere. A mixed integer nonlinear programming (MIN-
LP) problem is then formulated and solved to optimize load allocation, swing line flow rates and 
equipment utilization, with the objective to minimize energy consumption. 

The model demonstrates advanced capabilities to systematically prescribe optimal operating points. 
This was then applied to an existing integrated network of GOSPs and tested at varying crude oil 
demand levels. The results demonstrate the ability to minimize energy consumption by up to 51% 
while meeting oil production targets without added capital investment. 

A Rigorous Mixed Integer Nonlinear Programming 
Model to Optimize the Operation of an Integrated 
Gas-Oil Separation Network
Abdullah H. Al Ghazal, Dr. Yufeng He, Mohammed A. Al-Huraifi, and Ramsey J. White

Abstract  /

Introduction
In regions that are rich with oil deposits, such as the Arabian Peninsula, major oil fields extend over large 
geographical areas. Hundreds of oil wells can therefore be spread over large zones while producing from the 
same reservoirs. The crude oil produced from those wells is then sent via complex networks of pipelines to be 
separated at gas-oil separation plants (GOSPs). The purpose of the GOSPs is to separate the three-phase feed 
into gas, water, and dried crude oil. Gas is compressed and sent to gas plants for further processing. Oil, on 
the other hand, is desalted, further dehydrated, and then sent to either refineries or export terminals. Finally, 
water is re-injected underground to maintain reservoir pressure and improve oil recovery1. 

Due to the size of these oil fields, multiple GOSPs often exist to process feed from the same reservoir. GOSPs, 
which are located within a close distance from each other, are often interconnected laterally via swing pipelines, 
which allow shifting part or all of the production from one GOSP to another. 

The purpose of those pipelines is to provide an added flexibility to the operation of the overall network. 
For example, when a bottleneck exists in one GOSP relating to water processing capacity, the production 
from wells with higher water cut may be diverted to a GOSP that is not similarly bottlenecked. This allows 
processing higher total crude volumes and leads to improving the utilization of these assets. This also allows 
the optimal distribution of crude oil to minimize energy consumption for the overall network while meeting 
production quotas. Similarly, the availability of swing lines can allow shifting production from GOSPs expe-
riencing planned or unplanned outages to others2. 

Additionally, GOSPs are often connected via transfer lines, which allow transferring intermediate products to 
nearby GOSPs. For example, it may be financially prudent to equip only some GOSPs with gas compressors. 
Nearby GOSPs can then send their separated gases to be compressed elsewhere. The same may apply to water 
or oil processing equipment. On the other hand, while devising load allocation plans, it is essential to account 
for a wide set of constraints relating to equipment capacities and operational limitations.

By optimally leveraging these assets, major oil and gas companies are able to continuously maintain and 
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improve production agility. The goal is to cut cost while 
maintaining supply reliability, which is impactful on 
the world’s economy.

On the other hand, given the thousands of variables 
and constraints involved in operating those networks, 
the problem lends itself very well to mathematical op-
timization. Indeed, operating such networks based 
on heuristics may often lead to suboptimal results. In 
contrast, and as will be demonstrated in this article, 
optimal load allocation can lead to significant benefits. 

The case study used in this article is inspired by 
a real-world network, which provides an elaborate 
example of integrated GOSPs, where the goal is to 
drive the entire network toward an optimal solution. 

Traditionally, tackling the optimization of large 
systems was mostly done using linear programming 
(LP) models. Those models are typically large and 
are used to answer high-level questions relating to the 
operation of those plants and networks. The use of 
rigorous or nonlinear models was mostly reserved for 
subsystems of the supply chain. This is predominately 
due to the significant added complexity of optimizing 
larger systems using rigorous approaches3.

More recently, nonlinear programming (NLP) models 
have started to gradually replace the LP models. This 
is mainly attributed to the advancement of efficient 
optimization algorithms and computing power3. NLP 
models can overcome several problems associated with 
the LP models. NLPs allow delivering solutions that 
are more accurate and therefore implementable in 
the field. This is in contrast with the often-inaccurate 
solutions provided by the LP models4. 

Where there are significant nonlinearities and a pres-
ence of discrete decisions, it is often necessary to formu-
late and solve mixed integer nonlinear programming 
(MINLP) problems. Those typically present significant 
challenges and require specialized solution techniques. 

This work shall address constructing an original 
rigorous model and using an MINLP formulation to 
optimize the operation of an integrated GOSP net-
work. The objective is to minimize the total energy 
consumption while meeting preset oil demand targets. 

Literature Review
The oil and gas industry receives significant attention 
from academic researchers and industry practitioners 
alike. This is partly attributed to the drive within oil 
and gas majors to continuously improve profit margins 
and ensure environmental sustainability. 

Indeed, given its typically high volumes and slim 
margins, the oil and gas industry must continuously 
evaluate, report, and improve on its profitability and 
sustainability metrics. To achieve this, the industry 
in part, must improve on its supply chain planning 
activities5. 

This gave rise to the concept of Enterprise-Wide 
Optimization (EWO). This is defined as coordinating 
the optimization of the various operations within a 
defined supply chain. The goal is often to minimize 

costs, inventories, and environmental impact, while 
improving profitability, asset utilization, and agili-
ty6. Researchers have addressed the optimization of 
a variety of complex supply chains within the wider 
process industry. This ranged from pharmaceuticals7, 

8 to refineries9 and integrated chemical sites10.
Many EWO problems can be formulated as mixed 

integer linear programming (MILP) models. Those 
models are often very large. Their size can also be sev-
eral times larger when considering multiple periods. As 
most real-world problems involve nonlinearities, these 
were often addressed by introducing new variables and 
equations to perform piecewise linear approximations 
or exact linearization. Although, this can only be done 
in limited cases11.

On the other hand, there remains a class of problems, 
which necessitates handling nonlinearities in addition 
to discrete decisions, leading to MINLP formulations. 
It was also reported that MINLPs combine the dif-
ficulties associated with MILPs and NLPs3. This in-
cludes the combinatorial features of the mixed integer 
portion and the nonconvexities often associated with 
nonlinearities. These problem classes are most often 
solved by the general branch and bound methods. 
An alternating sequence of solving the master mixed 
integer and the sub-nonlinear problems is employed. 
A globally optimal solution can only be guaranteed 
in convex problems3, 12.

As EWO problems are usually nonconvex, a local op-
timal solution is often accepted as a sufficient outcome. 
Applying rigorous global optimization techniques, — 
such as the one used in the Baron solver13 — is often 
computationally expensive and is not practiced for 
sizable EWO problems11.

Papageorgiou (2009)14 presented an overview of the 
mathematical models used for the optimization of 
the process industries’ supply chain, focusing on the 
strategic and tactical level. He addressed the issue 
of modeling uncertainty using multistage stochastic 
models, and highlighted the use of multiple objective 
formulations to address environmental impact as a 
secondary objective function14. Sahebi et al. (2014)15 
who presented a review of the existing work addressing 
crude oil supply chains also highlighted these aspects. 
They note the importance of developing efficient al-
gorithms and techniques to address the complexity 
of these problems.

Researchers have also employed various frameworks 
to optimize oil and gas planning and scheduling models.

Wassick (2009)10 employed a resource task network 
(RTN), initially described by Pantelides (1994)16 to 
optimize the scheduling of an integrated chemical site. 
He showed how an integrated site can be composed 
of various subsystems, which perform different tasks. 
The RTN formulation was then used to optimize the 
scheduling of the site’s wastewater treatment10.

A framework for the optimization of petroleum supply 
chains was proposed by Neiro and Pinto (2004)17. It 
focused on oil and gas downstream assets, including 
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improve production agility. The goal is to cut cost while 
maintaining supply reliability, which is impactful on 
the world’s economy.

On the other hand, given the thousands of variables 
and constraints involved in operating those networks, 
the problem lends itself very well to mathematical op-
timization. Indeed, operating such networks based 
on heuristics may often lead to suboptimal results. In 
contrast, and as will be demonstrated in this article, 
optimal load allocation can lead to significant benefits. 

The case study used in this article is inspired by 
a real-world network, which provides an elaborate 
example of integrated GOSPs, where the goal is to 
drive the entire network toward an optimal solution. 

Traditionally, tackling the optimization of large 
systems was mostly done using linear programming 
(LP) models. Those models are typically large and 
are used to answer high-level questions relating to the 
operation of those plants and networks. The use of 
rigorous or nonlinear models was mostly reserved for 
subsystems of the supply chain. This is predominately 
due to the significant added complexity of optimizing 
larger systems using rigorous approaches3.

More recently, nonlinear programming (NLP) models 
have started to gradually replace the LP models. This 
is mainly attributed to the advancement of efficient 
optimization algorithms and computing power3. NLP 
models can overcome several problems associated with 
the LP models. NLPs allow delivering solutions that 
are more accurate and therefore implementable in 
the field. This is in contrast with the often-inaccurate 
solutions provided by the LP models4. 

Where there are significant nonlinearities and a pres-
ence of discrete decisions, it is often necessary to formu-
late and solve mixed integer nonlinear programming 
(MINLP) problems. Those typically present significant 
challenges and require specialized solution techniques. 

This work shall address constructing an original 
rigorous model and using an MINLP formulation to 
optimize the operation of an integrated GOSP net-
work. The objective is to minimize the total energy 
consumption while meeting preset oil demand targets. 

Literature Review
The oil and gas industry receives significant attention 
from academic researchers and industry practitioners 
alike. This is partly attributed to the drive within oil 
and gas majors to continuously improve profit margins 
and ensure environmental sustainability. 

Indeed, given its typically high volumes and slim 
margins, the oil and gas industry must continuously 
evaluate, report, and improve on its profitability and 
sustainability metrics. To achieve this, the industry 
in part, must improve on its supply chain planning 
activities5. 

This gave rise to the concept of Enterprise-Wide 
Optimization (EWO). This is defined as coordinating 
the optimization of the various operations within a 
defined supply chain. The goal is often to minimize 

costs, inventories, and environmental impact, while 
improving profitability, asset utilization, and agili-
ty6. Researchers have addressed the optimization of 
a variety of complex supply chains within the wider 
process industry. This ranged from pharmaceuticals7, 

8 to refineries9 and integrated chemical sites10.
Many EWO problems can be formulated as mixed 

integer linear programming (MILP) models. Those 
models are often very large. Their size can also be sev-
eral times larger when considering multiple periods. As 
most real-world problems involve nonlinearities, these 
were often addressed by introducing new variables and 
equations to perform piecewise linear approximations 
or exact linearization. Although, this can only be done 
in limited cases11.

On the other hand, there remains a class of problems, 
which necessitates handling nonlinearities in addition 
to discrete decisions, leading to MINLP formulations. 
It was also reported that MINLPs combine the dif-
ficulties associated with MILPs and NLPs3. This in-
cludes the combinatorial features of the mixed integer 
portion and the nonconvexities often associated with 
nonlinearities. These problem classes are most often 
solved by the general branch and bound methods. 
An alternating sequence of solving the master mixed 
integer and the sub-nonlinear problems is employed. 
A globally optimal solution can only be guaranteed 
in convex problems3, 12.

As EWO problems are usually nonconvex, a local op-
timal solution is often accepted as a sufficient outcome. 
Applying rigorous global optimization techniques, — 
such as the one used in the Baron solver13 — is often 
computationally expensive and is not practiced for 
sizable EWO problems11.

Papageorgiou (2009)14 presented an overview of the 
mathematical models used for the optimization of 
the process industries’ supply chain, focusing on the 
strategic and tactical level. He addressed the issue 
of modeling uncertainty using multistage stochastic 
models, and highlighted the use of multiple objective 
formulations to address environmental impact as a 
secondary objective function14. Sahebi et al. (2014)15 
who presented a review of the existing work addressing 
crude oil supply chains also highlighted these aspects. 
They note the importance of developing efficient al-
gorithms and techniques to address the complexity 
of these problems.

Researchers have also employed various frameworks 
to optimize oil and gas planning and scheduling models.

Wassick (2009)10 employed a resource task network 
(RTN), initially described by Pantelides (1994)16 to 
optimize the scheduling of an integrated chemical site. 
He showed how an integrated site can be composed 
of various subsystems, which perform different tasks. 
The RTN formulation was then used to optimize the 
scheduling of the site’s wastewater treatment10.

A framework for the optimization of petroleum supply 
chains was proposed by Neiro and Pinto (2004)17. It 
focused on oil and gas downstream assets, including 
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refineries, storage tanks, and pipelines. They described 
a large-scale multiple period MINLP model to optimize 
the complex topology, which consisted of connecting 
multiple nodes representing each element of the net-
work. Their manipulated variables included flow rates, 
operational parameters, and facilities assignment17.

Several researchers have addressed the optimization 
of oil and gas midstream operations to various extent.

Wang (2003)18 reviewed oil and gas upstream opti-
mization problems and categorized them into gas lift 
and production allocation, processing plants design 
and operation optimization, and reservoir development 
and planning optimization. He further divided optimi-
zation problems based on timescale into operational, 
tactical, and strategic problems.

Al-Sobhi and Elkamel (2015)19 simulated and op-
timized a natural gas processing network consisting 
of liquefied natural gas, gas to liquids, and methanol 
plants. To address a problem of a similar nature, Li and 
Li (2015)20 proposed a stochastic model for the design 
and operation of natural gas networks under uncer-
tainty. A modified nonconvex generalized Benders 
decomposition method was then applied to solve it20.

Thijssen et al. (2007)21 examined building a network 
planning tool. The presented network consisted of well-
head platforms to oil and gas export facilities.

Liu et al. (2016)2 proposed a MILP model to optimize 
a network of GOSPs. The objective was to ultimately 
minimize the network’s operating expenditure. Their 
model made use of transfer lines to swing production 
fully or partially from some plants to others. They rep-
resented the network using a state task network, which 
was described22, and employed piecewise linearization 
to handle nonlinear power consumption curves.

To the best of the authors’ knowledge, there is no 
proposed framework in the literature, which address-
es coupling the use of physics-based simulators and 

MINLP models to optimize the operation of integrated 
GOSP networks. The objective of this work is to ad-
dress these gaps and present results to quantify and 
demonstrate the benefits of the proposed methodology.

Problem Statement
The configuration of GOSPs can vary significantly, 
however, they often contain pieces of equipment that 
are highly energy-intensive. This mainly includes low- 
and high-pressure gas compressors and water injection 
pumps. Accordingly, optimizing the operation of such 
equipment can have a significant impact on improving 
energy efficiency, and consequently further minimizing 
processing cost and greenhouse gas emissions. 

Figure 1 shows a simplified block flow diagram 
representing a typical GOSP. Crude oil is received 
at one or multiple high-pressure production trap(s) 
(HPPT). This is a three-phase separator, which sepa-
rates high-pressure gas, crude oil, and oily water. The 
high-pressure gas either free-flows to a nearby gas plant 
or is sufficiently compressed through a high-pressure 
compressor to allow overcoming pipeline pressure drop 
and reaching gas plants that are remotely located from 
the GOSP at the desired pressure. 

Water from the HPPTs and the desalting train flows to 
a water-oil separator (WOSEP). The water is separated 
and then re-injected into the reservoir. This serves 
two purposes, namely finding a suitable disposition 
for contaminated water, and maintaining reservoir 
pressure to improve oil recovery. Separated oil flows 
to the low-pressure production trap (LPPT). 

The LPPT receives feed from the HPPT and the 
WOSEP. A further pressure drop allows releasing more 
gases. Those gases are compressed at the low-pres-
sure compressor and then further compressed at the 
high-pressure compressor, which also receives feed 
from the HPPT. 
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Fig. 1  A simplified block flow diagram of a typical GOSP.
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Crude oil from the LPPT is pumped to the dehydrator 
and then the desalter to remove emulsified water and 
dilute the salt contained within. Dry desalted crude 
oil is then pumped out of the GOSP.

The presence of these numerous variables and dif-
fering constraints makes operating the network most 
profitably very difficult due to the thousands of options, 
which are possible. This very much lends the problem 
to mathematical optimization. A mathematical solver is 
often able to highlight solutions, which are not readily 
visible to the network’s planner. 

The network optimization of GOSPs can also lead to 
opportunities, whereby some production from shutdown 
GOSPs can be recouped by diverting their feed to 
nearby GOSPs while considering the various limita-
tions such as gas compression and water processing 
capacities.

Within this work, two GOSP networks will be con-
sidered, Areas “B” and “C.” Both networks are located 
within the same reservoir and produce Arabian Light 
crude oil. As such, they can be lumped in the same 
problem formulation toward a single objective function. 

Figure 2 shows the Area B GOSP network, which 
is connected by a variety of swing lines. Some groups 
of wells are considered swingable while others are 
not. Feed from a group of swingable wells is typically 
sent to the primary GOSP, but can be diverted to 
the secondary one. Feed from non-swingable wells 
can only be diverted to a single GOSP. GOSP B-2 
is a compression station. Its purpose is to compress 
gases from GOSPs B-3 and B-6, both of which do 
not contain compressors. 

Figure 3 shows the Area C GOSP network, where 
only a single swing line exists from GOSP C-4 to 
C-3. This provides a more limited swinging capability.

Methodology
The model development process started with build-
ing a physics-based model to simulate the individual 
GOSPs process flow and the network’s overall topology. 
gPROMS ProcessBuilder, an equation oriented (EO) 
modeling platform, was used since it lends itself for use 
in process optimization. Unlike sequential modular 
simulators, EO modeling does not require direction-
ality of computation. Moreover, it allows for efficient 
handling of multiple recycles, which is essential for 
optimizing GOSPs, as they contain a variety of recy-
cle streams, such as the aforementioned water being 
recycled from dehydrators to WOSEPs. 

A disadvantage of EO simulators is that their nu-
merical solvers require good initial guesses. Failing to 
provide those may lead to numerical failures. This is 
partly overcome through recent advances in initializ-
ing techniques, which allow presetting variables using 
homotopy continuation techniques. 

Infochem Multiflash was used as the physical prop-
erty package. This package is well suited for the given 
application because of its ability to generate tight con-
vergence of iterations and of partial derivatives with 
respect to composition, pressure, and temperature. In 

addition, phase equilibria is determined for a variety 
of pressure, volume, temperature, enthalpy, entropy, 
and internal energy combinations.

The package also provides the composition of a given 
phase at a given pressure or temperature. For this 
work, the Soave-Redlich-Kwong equation of state was 
chosen since it is able to sufficiently account for fugacity 
calculations. It was also compared against other equa-
tions of state and demonstrated better capabilities in 
representing multiphase crude oil separation processes.

Process Simulation Models

Individual GOSPs were modeled to match the to-
pology provided in the latter section. Each GOSP is 

Fig. 2  The Area B GOSP network, which is connected by a variety of swing lines.

Fig. 3  The Area C GOSP network, where only a single swing line exists from GOSP  
           C-4 to C-3.
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Crude oil from the LPPT is pumped to the dehydrator 
and then the desalter to remove emulsified water and 
dilute the salt contained within. Dry desalted crude 
oil is then pumped out of the GOSP.

The presence of these numerous variables and dif-
fering constraints makes operating the network most 
profitably very difficult due to the thousands of options, 
which are possible. This very much lends the problem 
to mathematical optimization. A mathematical solver is 
often able to highlight solutions, which are not readily 
visible to the network’s planner. 

The network optimization of GOSPs can also lead to 
opportunities, whereby some production from shutdown 
GOSPs can be recouped by diverting their feed to 
nearby GOSPs while considering the various limita-
tions such as gas compression and water processing 
capacities.

Within this work, two GOSP networks will be con-
sidered, Areas “B” and “C.” Both networks are located 
within the same reservoir and produce Arabian Light 
crude oil. As such, they can be lumped in the same 
problem formulation toward a single objective function. 

Figure 2 shows the Area B GOSP network, which 
is connected by a variety of swing lines. Some groups 
of wells are considered swingable while others are 
not. Feed from a group of swingable wells is typically 
sent to the primary GOSP, but can be diverted to 
the secondary one. Feed from non-swingable wells 
can only be diverted to a single GOSP. GOSP B-2 
is a compression station. Its purpose is to compress 
gases from GOSPs B-3 and B-6, both of which do 
not contain compressors. 

Figure 3 shows the Area C GOSP network, where 
only a single swing line exists from GOSP C-4 to 
C-3. This provides a more limited swinging capability.

Methodology
The model development process started with build-
ing a physics-based model to simulate the individual 
GOSPs process flow and the network’s overall topology. 
gPROMS ProcessBuilder, an equation oriented (EO) 
modeling platform, was used since it lends itself for use 
in process optimization. Unlike sequential modular 
simulators, EO modeling does not require direction-
ality of computation. Moreover, it allows for efficient 
handling of multiple recycles, which is essential for 
optimizing GOSPs, as they contain a variety of recy-
cle streams, such as the aforementioned water being 
recycled from dehydrators to WOSEPs. 

A disadvantage of EO simulators is that their nu-
merical solvers require good initial guesses. Failing to 
provide those may lead to numerical failures. This is 
partly overcome through recent advances in initializ-
ing techniques, which allow presetting variables using 
homotopy continuation techniques. 

Infochem Multiflash was used as the physical prop-
erty package. This package is well suited for the given 
application because of its ability to generate tight con-
vergence of iterations and of partial derivatives with 
respect to composition, pressure, and temperature. In 

addition, phase equilibria is determined for a variety 
of pressure, volume, temperature, enthalpy, entropy, 
and internal energy combinations.

The package also provides the composition of a given 
phase at a given pressure or temperature. For this 
work, the Soave-Redlich-Kwong equation of state was 
chosen since it is able to sufficiently account for fugacity 
calculations. It was also compared against other equa-
tions of state and demonstrated better capabilities in 
representing multiphase crude oil separation processes.

Process Simulation Models

Individual GOSPs were modeled to match the to-
pology provided in the latter section. Each GOSP is 

Fig. 2  The Area B GOSP network, which is connected by a variety of swing lines.

Fig. 3  The Area C GOSP network, where only a single swing line exists from GOSP  
           C-4 to C-3.
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physically connected to a large number of wells through 
a complicated network of pipelines, trunk lines, and 
headers. The models did not include a representation 
of individual wells as this was deemed outside the scope 
of this work. Instead, wells were grouped and repre-
sented as swingable and non-swingable feed sources. 
A non-swingable group of wells can only feed a single 
GOSP. In the model, each group is represented by a 
single feed stream with an averaged producing gas-oil 
ratio (GOR) and water cut. 

High-fidelity separators were used to flash the streams 
feeding the HPPTs and the LPPTs. Equation 1 pro-
vides the mass balance for each component, i, around 
those separators:

 1

where  is the characteristic volume,  is the volu-
metric mass holdup, F in, FL, and FV are the inlet, outlet 
liquid, and outlet vapor mass flow rates, respectively. 
Finally, xi and yi are the mass fractions of component 
i in the liquid and vapor phases, respectively.

The energy balance is then expressed by Eqns. 2 
and 3:

 2

 3

where ũ is the volumetric energy holdup, hin is the inlet 
mass specific enthalpy, and Qin is the energy rate for 
the heat supplied to the vessel. In addition, hL and hV 
are the outlet liquid and vapor mass specific enthalpy, 
respectively.

Since the models have an underlying assumption of 
a steady-state, all terms involving holdup in Eqns. 1, 
2, and 3 are set to zero.

The physical property package is then used to calcu-
late the fugacity coefficients. The phase equilibrium 
is then obtained using Eqns. 4 through 6:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿
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 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ
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𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 
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𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 6

where MWi is the molecular weight of component i. 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖
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V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
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𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
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𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
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𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
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𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 and 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 are the fugacity coefficients of component 
i in the vapor and liquid phases. 

Performance maps were used to predict the compres-
sor’s outlet pressure based on the flow rate. These maps 
provide relationships between the volumetric flow rate, 
the compressor’s efficiency and the polytropic head. 
Performance maps can be either 1D or 2D. 1D maps 
do not include a dimension for varying compressor 
speeds, while 2D maps allow varying performance at 
feasible compressor speeds. The minimum flow through 
compressors for anti-surge control are also taken into 
consideration through use of recycle streams.

It is then possible to use Eqns. 7 and 8 to determine 
the head and efficiency from the volumetric flow rate:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 7

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where Fv is the inlet design volumetric flow rate. HP 
is the design polytropic head. Mhead is the map head 
function, Mefficiency is the map efficiency function, and 
ηP is the polytropic efficiency.

Equation 9 can then calculate the power demand 
for polytropic compression:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 9

where W is the power demand for polytropic 
compression.

Similarly, the fluid’s enthalpy can be determined 
after calculating the power supply to the fluid and the 
fluid’s flow rate using Eqn. 10.

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where hout is the outlet mass specific enthalpy.
It is then possible to account for the mechanical losses, 

which lead to the mechanical power demand being 
larger than the power required to compress the fluid. 
Assuming steady-state conditions, the mechanical losses 
can be determined by Eqn. 11:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where Wmech is the compressor mechanical power de-
mand and ηmech is the mechanical efficiency.

The centrifugal pump model can be used to repre-
sent charge, shipping, and saltwater injection pumps. 
Equation 12 gives the power demand, Wis, for an ideal 
isentropic process.

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where Pout and Pin are the fluid outlet and inlet pressure; 
ρ is the fluid density.

Then, the actual power, Wact, supplied to the fluid 
can be determined by Eqn. 13:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where ηis is the isentropic efficiency.
The fluid’s outlet enthalpy, head, efficiency, and the 

pump’s torque requirement can then be determined 
in a similar fashion to the centrifugal compressors as 
described by Eqns. 7 through 11. 

For simplicity, a number of pieces of process equip-
ment, i.e., WOSEPs, dehydrators, and desalters, were 
represented as component splitters. Those pieces of 
equipment do not largely affect routing and loading 
decisions. Their capacities were, nevertheless, cap-
tured and embedded in the optimization problem 
formulation.

After building individual plant models, those were 
joined into a network model. The network model was 
built to match the previously provided description. Feed 
streams were relocated from individual models to the 
overall topology. They were connected to the plants’ 
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models through a series of aggregators and routers. 
Aggregators allow combining multiple streams into a 
single stream. Routers allow specifying one or more 
possible outlets. Those are specified discretely, such 
that only one outlet stream can be selected at any time 
by the optimizer.

Optimization Problem Formulation

In this section, we describe how the optimization prob-
lem was posed, and present details on how constraints 
and the objective function were formulated.

The total power consumption (TPC ) of a GOSP is 
defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 14

where PC is the power consumption, hpc and lpc are 
the high-pressure and low-pressure compressors, re-
spectively; wip and sp are the water injection and crude 
shipping pumps, respectively.

The total feed (TF ) to a GOSP is described as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
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0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 are the minimum and 
maximum capacities of a GOSP, respectively. Yg is a 
binary variable. It equals 0 if the GOSP is off and 1 
if the GOSP is on.

The water handling capacity (WHC ) of a GOSP is 
then defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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The capacity of the high-pressure and low-pressure 
compressors is defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ
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𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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Both the high-pressure and low-pressure compres-
sors are operated to deliver gas at a minimum head 
pressure. This is defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
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V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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The total oil production, which is one of the main 
constraints, is described as:

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
 
𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀      𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺 =  ∑ 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺          (23) 
 
 
 
 
 
 
 
 
 
 
 

 21

where 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
 
𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀      𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺 =  ∑ 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺          (23) 
 
 
 
 
 
 
 
 
 
 
 

 is the total rate leaving the shipping pump 
at each GOSP.

The minimum pressure of the water injection pumps 
was described by polynomials that define the flow/
pressure relationships. The polynomial was regressed 

as a best fit of historical data. The model is constrained 
to deliver a pressure, which is at least equivalent to the 
minimum pressure at the water flow rate. This often 
mandates adding additional parallel pump(s) to meet 
the required pressure. 

Moreover, it was often necessary to add some math-
ematical expressions that describe the relationship 
between various GOSPs. For example, if the gas leaving 
the first GOSP is processed at a second GOSP, it is 
essential to maintain that the first GOSP cannot be 
operated while the second is shut down. On the other 
hand, the second GOSP can still operate if the first is 
shutdown as long as it is able to meet the compressor’s 
flow rates.

This is described through the following key equation:𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
 
𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀      𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺 =  ∑ 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺          (23) 
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The objective function is then simply defined as the 
minimization of the TPC of all the GOSPs. This is 
described as:

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
 
𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀      𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺 =  ∑ 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺          (23) 
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After formulating the problem, a steady-state optimi-
zation routine was performed, where both continuous 
and discrete variables were optimized to minimize en-
ergy consumption while satisfying the given constraints.

Due to the nature of the described equation system, 
a nonlinear behavior can be observed in addition to 
several binary variables. This makes this an MINLP 
problem, which follows the particularities previously 
described.

The gPROMS — the modeling platform used — 
uses the Outer Approximation Equality Relaxation 
Augmented Penalty OAERAP algorithm to solve 
MINLP problems. This is a modified version of the 
Outer Approximation/Equality Relaxation method. 
When the optimization problem is convex, this algo-
rithm can guarantee global optimality.

The OAERAP algorithm applies decomposition 
techniques to break the problem into a master MILP 
problem and a series of NLP sub-problems. 

A global optimum cannot be guaranteed because of 
the linearization being applied to non-convex functions. 
Due to the high nonlinearity of the GOSP optimization 
problem — arising from various physical separation 
and compression equations — the solution may find 
difficulty arriving at a global optimum. This was often 
addressed by changing initial guesses. Indeed, a good 
initial guess substantially improves the solver’s chances 
of arriving at a global optimum.

Results
In this section, we apply the proposed model to a case 
concerning the same GOSP networks described earlier. 
The goal is to evaluate the model’s performance, the 
results validity, and the benefits of using the proposed 
model vs. heuristics. 

Table 1 provides a summary of the main capacities 
for the GOSPs in both areas under consideration.
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models through a series of aggregators and routers. 
Aggregators allow combining multiple streams into a 
single stream. Routers allow specifying one or more 
possible outlets. Those are specified discretely, such 
that only one outlet stream can be selected at any time 
by the optimizer.

Optimization Problem Formulation

In this section, we describe how the optimization prob-
lem was posed, and present details on how constraints 
and the objective function were formulated.

The total power consumption (TPC ) of a GOSP is 
defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 14

where PC is the power consumption, hpc and lpc are 
the high-pressure and low-pressure compressors, re-
spectively; wip and sp are the water injection and crude 
shipping pumps, respectively.

The total feed (TF ) to a GOSP is described as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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where 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
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𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
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𝐹𝐹𝐹𝐹                  (9) 
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𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ
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𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 are the minimum and 
maximum capacities of a GOSP, respectively. Yg is a 
binary variable. It equals 0 if the GOSP is off and 1 
if the GOSP is on.

The water handling capacity (WHC ) of a GOSP is 
then defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
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The capacity of the high-pressure and low-pressure 
compressors is defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 
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𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
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V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
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∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 
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𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
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𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
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𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
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∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 18

Both the high-pressure and low-pressure compres-
sors are operated to deliver gas at a minimum head 
pressure. This is defined as:

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔        (16) 
 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇      (17) 

 
0.8 . 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 

 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔
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𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔  ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇       (18) 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  ℎ𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇          (19) 
 
𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒,𝑔𝑔𝑔𝑔

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥 . 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ∀  𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 ∈ 𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇           (20) 
 

 
V̂ 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  , i = 1, …, NC  (1) 

 
V̂ 𝑑𝑑𝑑𝑑ũ

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐹𝐹𝐹𝐹𝐿𝐿𝐿𝐿ℎ𝑙𝑙𝑙𝑙 − 𝐹𝐹𝐹𝐹𝑉𝑉𝑉𝑉ℎ𝑣𝑣𝑣𝑣           (2) 
 
ũ =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇ℎ − 100 𝑃𝑃𝑃𝑃      (3) 
 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝑣𝑣𝑣𝑣
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
=  𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖∅𝑖𝑖𝑖𝑖,𝐿𝐿𝐿𝐿

∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗∈𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

 , i = 1, …, NC  (4) 

 
∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1 (5) 
 
∑ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝐶𝐶 = 1  (6) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)   (7) 
 
𝜂𝜂𝜂𝜂𝑝𝑝𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑦𝑦𝑦𝑦(𝐹𝐹𝐹𝐹𝑣𝑣𝑣𝑣)  (8) 
 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 = 1000 𝑊𝑊𝑊𝑊

𝐹𝐹𝐹𝐹                  (9) 
 
𝑊𝑊𝑊𝑊 =  𝐹𝐹𝐹𝐹(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 −  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)             (10) 
 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝜂𝜂𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ
100 = 𝑊𝑊𝑊𝑊           (11) 

 
𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐹𝐹𝐹𝐹(ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)  ≈ 𝐹𝐹𝐹𝐹 102(𝑃𝑃𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)

𝜌𝜌𝜌𝜌     (12) 
 
𝑊𝑊𝑊𝑊𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑

𝜂𝜂𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
100 =  𝑊𝑊𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   (13) 

 
𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 = ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 ∈𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 +  ∑ 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 ∈𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑃𝑃𝑃𝑃       (14) 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔 ≤ 𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 ≤ 𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑃𝑃𝑃𝑃𝑔𝑔𝑔𝑔
𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥. 𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔       (15) 

 
𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ≤ 𝑊𝑊𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔
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The total oil production, which is one of the main 
constraints, is described as:

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
 
𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀      𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺 =  ∑ 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺          (23) 
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 is the total rate leaving the shipping pump 
at each GOSP.

The minimum pressure of the water injection pumps 
was described by polynomials that define the flow/
pressure relationships. The polynomial was regressed 

as a best fit of historical data. The model is constrained 
to deliver a pressure, which is at least equivalent to the 
minimum pressure at the water flow rate. This often 
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the required pressure. 
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The objective function is then simply defined as the 
minimization of the TPC of all the GOSPs. This is 
described as:

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑙𝑙 ≥ 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑔𝑔𝑔𝑔 ∀  𝑔𝑔𝑔𝑔 ∈ 𝐺𝐺𝐺𝐺              (21) 
 
𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔′  ≤  𝑌𝑌𝑌𝑌𝑔𝑔𝑔𝑔            (22) 
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After formulating the problem, a steady-state optimi-
zation routine was performed, where both continuous 
and discrete variables were optimized to minimize en-
ergy consumption while satisfying the given constraints.

Due to the nature of the described equation system, 
a nonlinear behavior can be observed in addition to 
several binary variables. This makes this an MINLP 
problem, which follows the particularities previously 
described.

The gPROMS — the modeling platform used — 
uses the Outer Approximation Equality Relaxation 
Augmented Penalty OAERAP algorithm to solve 
MINLP problems. This is a modified version of the 
Outer Approximation/Equality Relaxation method. 
When the optimization problem is convex, this algo-
rithm can guarantee global optimality.

The OAERAP algorithm applies decomposition 
techniques to break the problem into a master MILP 
problem and a series of NLP sub-problems. 

A global optimum cannot be guaranteed because of 
the linearization being applied to non-convex functions. 
Due to the high nonlinearity of the GOSP optimization 
problem — arising from various physical separation 
and compression equations — the solution may find 
difficulty arriving at a global optimum. This was often 
addressed by changing initial guesses. Indeed, a good 
initial guess substantially improves the solver’s chances 
of arriving at a global optimum.

Results
In this section, we apply the proposed model to a case 
concerning the same GOSP networks described earlier. 
The goal is to evaluate the model’s performance, the 
results validity, and the benefits of using the proposed 
model vs. heuristics. 

Table 1 provides a summary of the main capacities 
for the GOSPs in both areas under consideration.
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For the purpose of this case study, the optimizer, 
while being maintained within the provided available 
potential (avails), adjusted the feed rates to each GOSP. 
Avails represent production capabilities as determined 
by production engineering and reservoir management 
strategies. Typically, rates are controlled by adjusting 
the choke valves of the producing wells at the well 
pads. Operators will strive to ensure that each GOSP 
receives the required production rates.

It was assumed that the flow rates can be perfect-
ly controlled to produce the required flow rates, the 
averaged GORs, and water cuts. Flow rates were 
aggregated previously and the model was provided 
with an initial guess, a minimum and a maximum 
rate for each feed stream. As previously described, 
feed streams comprise aggregates of both swingable 
and non-swingable wells. The minimum for each feed 
stream was set to zero. The initial guess was provided 
as the starting production target, which is between the 
minimum and the maximum. The maximum is the 
available potential flow rate.

The total oil production target was set as a percentage 
of the total avails. The goal is to allow studying the 
model’s response as oil production targets are altered.

The base case in all scenarios assumed that all GOSPs 
are maintained operational as is the common practice. 
On the other hand, the optimizer provided the flexibil-
ity to recommend shutting down GOSPs if it is deemed 
optimal. It was also assumed that no swing lines are 
used during normal operation per common practices, 
since their use is typically limited to shutdowns. 

The 50% case is taken as an example. Table 2 lists the 
model statistics and computational results for this case. 

Figure 4 presents the power consumption comparison 

for each GOSP between the optimal and base solutions 
at the 50% production level. It shows that the optimal 
solution does not guarantee that all GOSPs consume 
less power than in the base solution. Indeed, it can be 
observed that four GOSPs consume more power in 
the optimal case. On the other hand, seven GOSPs 
consume less power in the optimal case. This is because 
the optimization model considers the whole network 
at once and manipulates all controlled variables to 
achieve a better overall solution rather than optimizing 
each GOSP individually. This indeed demonstrates 
the value of optimizing the network as a single entity. 

Figure 5 is a schematic showing the utilization of 
optimal swing lines for the GOSPs of Area B and 
Area C. It shows that only two swing lines were used. 
It also shows that the optimizer recommends shutting 
down a total of six GOSPs. This is an exceptional 
case due to the very low throughput level being tested. 
The case was purposely devised to test the algorithm’s 
performance and robustness in handling production 
levels, which are not normally experienced. This is in 
addition to normal production levels. 

The model’s results are largely sensible since it elects to 

GOSP

Maximum 
Crude Oil 
Capacity  

(% of Total)

Design WOSEP 
Capacity  

(% of Crude 
Oil Capacity)

Number of Salt 
Water Injection 

Pumps

Number of 
Low-Pressure 
Compressors

Number of 
High-Pressure 
Compressors

B-1 5.52% 86.8% 2 1 0

B-2 N/A N/A N/A 1 2

B-3 12.57% 49.5% 4 0 0

B-4 12.57% 49.5% 4 1 2

B-5 12.57% 49.5% 3 0 0

B-6 6.48% 96.1% 2 0 0

C-1 12.57% 75.8% 4 1 2

C-2 12.57% 49.5% 4 1 2

C-3 12.57% 49.5% 3 1 1

C-4 6.29% 99.0% 4 1 1

C-6 6.29% N/A N/A 0 0

Table 1  A summary of the main capacities for the GOSPs in both areas under consideration.

Case 50% Throughput

Number of Variables 122

Objective Function (MW) 32.5

CPU(s) 248

Table 2  The model statistics for the 50% throughput level  
               scenario.
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shutdown GOSPs with the higher power consumption. 
The optimizer, nevertheless, shuts down GOSPs B-3 
and B-6, although their power consumption is relatively 
low, having no compressors. This is because they are 
linked with GOSP B-2, a high-energy consumer, which 
receives their gases for compression. 

To evaluate the optimal solutions achieved for all cases 
under consideration, the results of the optimal cases are 
compared with those of the base case where GOSPs 
are not shut down, and swing lines are not utilized.

Figure 6 is a comparison of the base power con-
sumption vs. the optimal power consumption between 
the two solutions for all cases. It can be seen that the 
savings progressively declines as the throughput level 
is increased. As the throughput levels approach the 
maximum avails, the optimization potential decreases 
and there is less room for substantial savings. The 
figure shows that power reductions start at 51% cor-
responding to a throughput of 50%, and reach 1% at 
a throughput equaling 100% of avails.
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Fig. 5  A schematic showing the utilization of optimal swing lines for the GOSPs of Area B and Area C.
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Figure 7 shows the number of pieces of rotating 
equipment being utilized in the base vs. the optimal 
scenario. It can be observed that as throughput lev-
els increase, the optimal number of pieces of rotating 
equipment starts approaching the base solution’s sce-
nario. Indeed, at the 100% case, both numbers are 
equal. This is sensible as increasing the throughput 
mandates using more rotating equipment, leaving little 
room for optimization.

Conclusions
In this work, we built a rigorous model that strived 
to optimize the operation of an integrated network 
of GOSPs. The rigorous physics-based simulation 

model was augmented with a MINLP model with 
an objective function that tried to minimize power 
consumption. This is key to maintaining sustainability 
through further reducing greenhouse gas emissions. 

We applied the model to production data and demon-
strated its capability to propose optimized solutions, 
which can lead to significant power savings. 

Future work can include expanding the model’s scope 
both horizontally and vertically. Horizontal expan-
sion refers to including additional GOSPs, such that 
the model has a wider optimization scope. Vertical 
expansion refers to integrating upstream wells’ data 
and downstream gas plants. This is expected to yield 
significant value.
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Installation of production tubulars is a critical job that has a direct impact on the overall productiv-
ity of the well. Therefore, it is equally significant to predict the accurate flowing bottom-hole pressure 
(FBHP) to garner the utmost benefits from the system by constructing the right vertical lift perfor-
mance curves. In fact, constructing the accurate vertical lift performance curves helps us identify the 
liquid loading times of wells, and therefore predict when to install velocity strings or different artifi-
cial lift systems. For years, efforts were extended into developing mechanistic models and correlations 
to predict FBHP.

Consequently, all present correlations are developed under laboratory conditions and each have 
their own limitations for specific types of flow regimes. Mechanistic models integrate the physics of 
downhole conditions, yet they do not provide accurate results for the FBHP. Therefore, an artificial 
neural network (ANN) model was utilized in this article. The designed model has been validated over 
a diverse range of data sets; therefore, it has been developed for the purpose of providing efficient 
results.

More than 30,000 data points were collected from various wells with a wide range of inputs. The 
inputs utilized in the artificial intelligence (AI) model are from daily flow back data, including well-
head pressure, wellhead temperature, true vertical depth, fluid specific gravity, chloride content, 
water cut, fluid rates, and the water-gas ratio. The data were then split as per the ratio of 4:1 for 
training and testing to generate accurate results. Then, the model was tested on other new wells to 
test its accuracy. Eventually, the results from the designed model were compared with the results of 
existing correlations and it was evident that the AI model outperformed them in terms of average 
absolute percent error (AAPE), and correlation coefficient.

Predicting the Flowing Bottom-Hole  
Pressure in Gas Condensate Wells Using  
Artificial Neural Networks 
Fahad H. Al Shehri, Muqbil S. Alkhalaf, and Dr. Muhammad Arsalan 

Abstract  /

Introduction
As yet no accurate predictive system exists for predicting the flowing bottom-hole pressure (FBHP), and direct 
measurements using downhole memory gauges are costly and require maintenance as well as interruption of 
production. Most of the developed correlations are either empirical or semi-empirical, which are developed 
in laboratory conditions and have their limitations. The reason behind these correlation models has been the 
complexity of the system and multiphase flow.

Since the early 1940s, engineers have put their efforts in developing countless correlations to address this 
problem. The major reason behind the failure of these correlations was the fact that they have been designed 
in laboratory conditions, which is apparently far different from the downhole conditions, thereby, they turn out 
to be inaccurate. Until recent days, some of the prominent and acceptable correlations are the ones proposed 
by Hagedorn and Brown (1965)1 and Duns and Ros (1963)2. 

In comparison with conventional correlations, artificial intelligence (AI) tends to produce efficient results. 
The artificial neural network (ANN) is one of the techniques that lie under the domain of AI. ANN models 
are based on the brain functionality and are capable of performing tasks in a mechanism similar to the human 
brain. ANN consists of input, hidden, and output layers. The input layer has the input parameters we insert 
into our model. For the hidden layers, we can have one or more layers and each one has a certain number 
of neurons. Each neuron is a unit that receives the input and normalizes it, and then puts it in a nonlinear 
function and passes it on to the next neurons. Finally, the output layer gives the normalized output values of 
the problem from all of the neurons from the hidden layers. 

The core objective of this article is to highlight an ANN model capable of predicting FBHP in a gas conden-
sate field in the Middle East using the technique of ANNs. The designed model has been verified by testing 
on a wide range of data sets. To develop the ANN model, a field data set of more than 30,000 data points 
from various wells on the same field were collected. The collected data set was divided in the ratio of 4:1 for 
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the purpose of training and testing. A subset of the 
data set was named as the testing subset, and were 
not used in the training phase of the ANN model. In 
fact, the testing subset was utilized in predicting the 
accuracy of the model and was later compared against 
the results attained from the existing correlations and 
mechanistic models.

Model Development
The developed ANN model is based on the concepts 
of feed forward neural networks, which operate on the 
principles of sensory units that contains an input layer 
and one or more hidden layers, and then finally an 
output layer. The developed model contains an input 
layer, which is represented by the input parameters. 
The optimum number of neurons was determined via 
a loop, which was five neurons. This was to get the 
lowest error for training and testing for the developed 
single layered model with one node at the output layer, 
which represents the bottom-hole pressure. 

The set of nodes that are represented in the output 
layer represents the result of the overall network as 
achieved in response to the activation pattern attained 
from the hidden layer. Figure 1 shows the multiple 
layers of the ANN model, which clearly shows the 
input, hidden, and output layers.

The activation function used here is based on the 
sum of inputs multiplied with their respective weights. 
The model functions on the concepts of artificial neu-
rons implemented in the feed forward neural network, 
which uses the back propagation algorithm, Eqn. 1. 
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As the input function lies on the values of the inputs 
and weights, consequently, the output function would 
be the activation function, thereby the neurons would 

be called linear. Subsequently, this function has certain 
limitations and the commonly attained output function 
is the log sigmoid functions, Eqn. 2.
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For this model, the output results are completely 
dependent on the activation function. Subsequently, 
this signifies that input values and their respective 
weights define the output results, therefore, the ob-
jective at this stage is to give certain input values that 
could help in achieving accurate output values. The 
error is calculated by finding the difference between 
the actual output from the downhole memory gauge 
readings and the desired output. Moreover, it has been 
observed that the errors mainly lie on the weights, and 
the errors can be minimized by adjusting the weights. 
The error function here is defined as:
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The total error of the network can therefore be cal-
culated by finding the sum of all of the neurons in 
the output layer:
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For minimizing the total error mentioned in Eqn. 4, 
the gradient descent can be used, and the following 
adjustment rule for the weights can be obtained. 
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By making changes to Eqn. 5, updated weights are 
obtained as:
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Data Acquisition and Pre-Processing
For predicting the FBHP the ANN model was con-

Fig. 1 The proposed ANN structure, showing the multiple layers of the model, which clearly shows the input, hidden, and output layers.
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the purpose of training and testing. A subset of the 
data set was named as the testing subset, and were 
not used in the training phase of the ANN model. In 
fact, the testing subset was utilized in predicting the 
accuracy of the model and was later compared against 
the results attained from the existing correlations and 
mechanistic models.

Model Development
The developed ANN model is based on the concepts 
of feed forward neural networks, which operate on the 
principles of sensory units that contains an input layer 
and one or more hidden layers, and then finally an 
output layer. The developed model contains an input 
layer, which is represented by the input parameters. 
The optimum number of neurons was determined via 
a loop, which was five neurons. This was to get the 
lowest error for training and testing for the developed 
single layered model with one node at the output layer, 
which represents the bottom-hole pressure. 

The set of nodes that are represented in the output 
layer represents the result of the overall network as 
achieved in response to the activation pattern attained 
from the hidden layer. Figure 1 shows the multiple 
layers of the ANN model, which clearly shows the 
input, hidden, and output layers.

The activation function used here is based on the 
sum of inputs multiplied with their respective weights. 
The model functions on the concepts of artificial neu-
rons implemented in the feed forward neural network, 
which uses the back propagation algorithm, Eqn. 1. 
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As the input function lies on the values of the inputs 
and weights, consequently, the output function would 
be the activation function, thereby the neurons would 

be called linear. Subsequently, this function has certain 
limitations and the commonly attained output function 
is the log sigmoid functions, Eqn. 2.
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For this model, the output results are completely 
dependent on the activation function. Subsequently, 
this signifies that input values and their respective 
weights define the output results, therefore, the ob-
jective at this stage is to give certain input values that 
could help in achieving accurate output values. The 
error is calculated by finding the difference between 
the actual output from the downhole memory gauge 
readings and the desired output. Moreover, it has been 
observed that the errors mainly lie on the weights, and 
the errors can be minimized by adjusting the weights. 
The error function here is defined as:
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The total error of the network can therefore be cal-
culated by finding the sum of all of the neurons in 
the output layer:
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For minimizing the total error mentioned in Eqn. 4, 
the gradient descent can be used, and the following 
adjustment rule for the weights can be obtained. 
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By making changes to Eqn. 5, updated weights are 
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Data Acquisition and Pre-Processing
For predicting the FBHP the ANN model was con-

Fig. 1 The proposed ANN structure, showing the multiple layers of the model, which clearly shows the input, hidden, and output layers.
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structed using data sets that were attained from different 
wells with a wide range of inputs on the same field. 
More than 30,000 data points were collected for the 
construction of the ANN model. Altogether, there are 
10 different input variables and one output variable. 
The various parameters for input variables are collected 
from daily flow back data. The measurements were 
taken every 15 minutes for the input data. 

Considering the scope of the project, the values of 
data that were collected when no fluid was flowing 
were eliminated from the overall data set. Moreover, 
any outlier or bad values that were recorded from the 
meter range were also excluded from the overall data 
set. Whole data has been collected for a timespan of 
several months to validate the achieved outcomes of 
the model. For increasing accuracy, the data is first 
normalized before training the neural network and 
later data is de-normalized and reorganized.

Data had to be processed before using the model. 
Figure 2 is a correlation coefficient matrix heat map, 
which was constructed to illustrate the significance of 
each input with respect to the FBHP. Figure 3 shows 
the feature importance, indicating the significance of 
each input in affecting the output result.  

Basic statistics for training data were obtained to 
eliminate outliers via the interquartile range method:
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Training and Testing the Model
Taking the basic first step here, the ANN with a single 
hidden layer is being considered. To achieve the opti-
mum number of neurons, a loop was used to optimize 
the error when changing the number of neurons. The 
trained network has an average absolute percent error 
(AAPE) and correlation coefficient of 0.0924% and 
0.999%, respectively. For testing, the AAPE and CC 
were 0.0942% and 0.999%, respectively. 

Figure 4a shows the training ANN model with five 
neurons for the prediction of the FBHP. Figure 4b 
shows the testing ANN model with five neurons for 
the prediction of the FBHP.

The developed ANN model was then tested on the 
new well’s data set, which is hidden from the model. 

Fig. 2 The correlation coefficient matrix.
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Fig. 1  The proposed ANN structure, showing the multiple layers of the model, which clearly shows the 
input, hidden, and output layers. 
 
 

 
Fig. 2  The correlation coefficient matrix. 
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Fig. 3  The feature importance, indicating the significance of  
           each input in affecting the output result.
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The results were as shown in Fig. 5 for Wells 1, 2, and 
3, respectively.

Results and Discussions of the Model 
Based on Fig. 5, we can summarize the results from 
each well in terms of AAPE and CC values, Table 1.

The weights and biases of the ANN model are con-
nected to the input layer, which is further connected 
with a hidden layer and the hidden layer is then con-
nected with an output layer. From this ANN model, 
which lies on the principles of weights and biases, a 
new correlation has been derived. The weights and 
biases are summarized in Tables 2 and 3.

Where Wi,j are the weights of each input ( j) in each 
neuron (i), Wi,2 are the weights between the hidden 
layer and output layer for each neuron. b1 is the bias 
between the input layer and the hidden layer. b2 is the 
bias between the hidden layer and the output layer. 
Once these inputs are inserted into the hidden layer, 
neurons will take the inputs and assign each one of them 
weight and bias terms, and evaluate it in a nonlinear 
function. In our case, we found out that the log sigmoid 
function gives the best results for the ANN model. 
Now, for the purpose of using the model outside of the 

MATLAB software, we can extract the correlation 
from the log sigmoid transfer function: 

 
(𝑥𝑥𝑥𝑥.𝑤𝑤𝑤𝑤) = ∑  𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=0 xi wji             (1) 

 
Oj(x. w) = 1

1+𝑒𝑒𝑒𝑒−(𝑥𝑥𝑥𝑥,𝑤𝑤𝑤𝑤)             (2) 

 
(𝑥𝑥𝑥𝑥.𝑤𝑤𝑤𝑤.𝑑𝑑𝑑𝑑) = (Oj(x. w) − dj)2                  (3) 

 
 
(𝑥𝑥𝑥𝑥.𝑤𝑤𝑤𝑤.𝑑𝑑𝑑𝑑) = ∑ (Oj(x. w) − dj)2

𝑗𝑗𝑗𝑗               (4) 

 
Δ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = −ƞ ∂E

∂Wji                (5) 

 
 
(𝑘𝑘𝑘𝑘+1) = (𝑘𝑘𝑘𝑘) + Δ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤          (6) 

 
 
Lower outliers < P25 - 1.5 IQR             (7) 
 
Upper outliers > P75 + 1.5 IQR            (8) 
 
 
Oj(x. w) = 1

1+𝑒𝑒𝑒𝑒−(𝑥𝑥𝑥𝑥,𝑤𝑤𝑤𝑤)                   (9)   
 
 
 
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
=  ∑ 𝑏𝑏𝑏𝑏2 + 𝑤𝑤𝑤𝑤2

5

1

∗ ( 1
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(10) 
 
 
 
 
 
 
 

 9

After we extract the correlation, we have to normal-
ize the inputs between -1 and 1, and then insert them 
into the obtained correlation and finally de-normalize 
the output with respect to the training model’s FBHP 
normalized data. The obtained correlation is: 

 See top of next page for equation 10 10

Comparison with Empirical and 
Mechanistic Models
Figure 6 shows the proposed ANN model, which was 
plotted against common empirical and mechanical 

Fig. 4a  Training the ANN model with five neurons.

Fig. 4b  Testing the ANN model with five neurons (4:1 ratio).

Fig. 5  Applying the trained model on new Wells 1, 2, and 3,  
           respectively.
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models utilized by Prosper, post-shutdown for Wells 
1, 2, and 3. 

Based on our results, we can see that the ANN model 
provides consistent results with minimum error. Some 
other Prosper correlations provides more accurate 
results in one well, but very far results when applied 
to other wells. 

Conclusions
In this study, an ANN model developed on the prin-
ciples of a back propagation learning algorithm was 
developed, which is capable of predicting the FBHP. 
As discussed in the article and proven from the results, 
that new model is capable of providing accurate results 

based on the precise values of empirical correlations and 
mechanistic models. The best correlation coefficient 
achieved by the developed model was 0.999, and the 
lowest AAPE for training and testing were 0.0924% 
and 0.0942%, respectively. 

Results of the developed model indicate that the model 
supports the actual physical downhole process. The 
article clearly signifies the role of an ANN in solving 
complex engineering problems where by training more 
and more data, better results could be achieved. The 
developed model can only perform with the specific 
data range and it must not proceed the range of input 
variables. 

Parameter Well 1 Well 2 Well 3

AAPE_Train% 0.2105 0.2105 0.2105

AAPE_Test% 1.6025 1.5663 2.6317

Corrcoeff_Train%     0.9993 0.9993 0.9993

Corrcoeff_Test% 0.9640 0.9808 0.9167

Table 1  Testing wells results.

Neuron 1 2 3 4 5

Wi,2 -1.4579 4.164 0.0483 0.0118 0.0555

bi,1 -3.9403 0.3117 -23.1643 -23.4394 46.226

b2 -1.6265

Table 2  Weights and biases between the hidden and output layers.

Neuron 
(1)

Wi,j

1 0.6168 0.0665 0.0267 2.3394 0.0131 0.2258 -1.4975 2.4139 1.1084 -3.8252

2 1.4875 0.013 0.0263 0.4389 -.0114 0.1121 -0.5478 0.7222 0.6156 0.2659

3 -23.963 -63.9676 48.808 47.7479 19.5879 40.0019 -90.0887 -24.0065 -64.502 32.7538

4 145.4 -103.86 9.4841 -85.346 -85.885 120.761 40.7866 32.8917 -42.9817 64.2688

5 37.265 -5.6391 -50.8461 -116.232 -116.232 31.8959 75.7677 -25.571 -21.7203 -36.7612

Table 3  Weights and biases between the input and hidden layers.
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Fig. 6  Comparing the ANN model (red) with Prosper correlations with respect to DHMG data (black) for Wells 1, 2, and 3, respectively.
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This article is a study on a novel approach for a specialized lost circulation treatment while drilling 
with a managed pressure drilling (MPD) system through weak and over-pressurized zones were 
high-density water-based drilling fluids are required. These weak zones are characterized by natural 
and induced fractures. This study includes a review of different lost circulation scenarios encountered 
while drilling, a root cause analysis of these losses and the successful applications of this novel high 
strength, pressure activated, high solids lost circulation material (LCM) pill combined with a unique 
thixotropic swelling polymer pill. The combination pill was applied in a high-pressure, high tempera-
ture (HPHT) environment where conventional LCM could not stop or minimize the losses.

This new technique uses two pills pumped in tandem, a swelling polymer pill followed by a high 
strength pressure-activated pill. The technique involves mixing, pumping, spotting, and squeezing 
procedures while the wellbore was pressurized via the annulus. It resulted in the total treatment of 
the losses as well as strengthening of the formation to being able to withstand 2 pcf of additional 
equivalent mud weight (MW) to its in situ fracture pressure limit. Previously, other conventional lost 
circulation treatment techniques and products only resulted in a temporary fix of the lost circulation, 
and the wellbore eventually broke down again after drilling resumed. This occurred because the 
LCM did not remain in the fractures and was eventually removed from the wellbore. 

This new technique is safe, reliable, and reduces the frequency and likelihood of formation influx 
and losses. It also improves cross-flow management and minimizes nonproductive time associated 
with lost circulation. 

This article will discuss different lost circulation scenarios, and the successful application of the 
high strength, pressure activated, high solid squeeze and thixotropic swelling polymer solutions. It 
will also highlight the formation lithology and characteristics of the lost circulation zone as well as 
illustrate the operational sequence for spotting this specialized lost circulation treatment.

Novel Approach for Lost Circulation Treatment 
while Drilling with an MPD System by Using a 
Combined High Strength, Pressure Activated and 
Thixotropic Swelling Polymer
Ebikebena M. Ombe, Odai A. Elyas, Darrell Cox, and James A. Barry 

Abstract  /

Introduction
Lost circulation is a common problem in oil and gas drilling operations, and the losses can often be stopped 
by pumping conventional lost circulation material (LCM) pills down the drillstring to seal off the loss zone. 
These LCM pills are composed of fibrous (cedar bark, shredded cane stalks, mineral fiber, and hair), flaky 
(mica flakes and pieces of plastic or cellophane sheeting) or granular materials (ground and sized limestone 
or marble, wood, nut hulls, Formica, corncobs, and cotton hulls), which are suspended in a liquid medium, 
usually the drilling fluid1. The other alternative is to set a cement plug(s) across the lost circulation zone, 
either via the drillstring or via an open-ended work string. These lost circulation treatments, however, have 
the following limitations:
1. For conventional LCM pills, when applied, the LCM plugs off the loss zone close to or at the face of the 

wellbore. Unfortunately, this LCM is easily eroded by the flow of drilling fluid and the drillstring move-
ment when drilling resumes, thereby causing the reopening of the loss zone and the reoccurrence of lost 
circulation.

2. For cement plugs, their application requires time for the cement to set and plug-off the loss zone. Unfor-
tunately, the cement usually flows deep into the loss zone before it has the chance to set. This is the case, 
especially with losses into highly fractured or cavernous formations. In addition, the cement slurry can be 
easily contaminated by the turbulent flow of the wellbore fluid into the loss zone, which will interrupt the 
cement setting process and further jeopardize the lost circulation treatment2. 

The concept of using a high strength, pressure activated, high solids squeeze to combat lost circulation has 
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This article is a study on a novel approach for a specialized lost circulation treatment while drilling 
with a managed pressure drilling (MPD) system through weak and over-pressurized zones were 
high-density water-based drilling fluids are required. These weak zones are characterized by natural 
and induced fractures. This study includes a review of different lost circulation scenarios encountered 
while drilling, a root cause analysis of these losses and the successful applications of this novel high 
strength, pressure activated, high solids lost circulation material (LCM) pill combined with a unique 
thixotropic swelling polymer pill. The combination pill was applied in a high-pressure, high tempera-
ture (HPHT) environment where conventional LCM could not stop or minimize the losses.

This new technique uses two pills pumped in tandem, a swelling polymer pill followed by a high 
strength pressure-activated pill. The technique involves mixing, pumping, spotting, and squeezing 
procedures while the wellbore was pressurized via the annulus. It resulted in the total treatment of 
the losses as well as strengthening of the formation to being able to withstand 2 pcf of additional 
equivalent mud weight (MW) to its in situ fracture pressure limit. Previously, other conventional lost 
circulation treatment techniques and products only resulted in a temporary fix of the lost circulation, 
and the wellbore eventually broke down again after drilling resumed. This occurred because the 
LCM did not remain in the fractures and was eventually removed from the wellbore. 

This new technique is safe, reliable, and reduces the frequency and likelihood of formation influx 
and losses. It also improves cross-flow management and minimizes nonproductive time associated 
with lost circulation. 

This article will discuss different lost circulation scenarios, and the successful application of the 
high strength, pressure activated, high solid squeeze and thixotropic swelling polymer solutions. It 
will also highlight the formation lithology and characteristics of the lost circulation zone as well as 
illustrate the operational sequence for spotting this specialized lost circulation treatment.

Novel Approach for Lost Circulation Treatment 
while Drilling with an MPD System by Using a 
Combined High Strength, Pressure Activated and 
Thixotropic Swelling Polymer
Ebikebena M. Ombe, Odai A. Elyas, Darrell Cox, and James A. Barry 

Abstract  /

Introduction
Lost circulation is a common problem in oil and gas drilling operations, and the losses can often be stopped 
by pumping conventional lost circulation material (LCM) pills down the drillstring to seal off the loss zone. 
These LCM pills are composed of fibrous (cedar bark, shredded cane stalks, mineral fiber, and hair), flaky 
(mica flakes and pieces of plastic or cellophane sheeting) or granular materials (ground and sized limestone 
or marble, wood, nut hulls, Formica, corncobs, and cotton hulls), which are suspended in a liquid medium, 
usually the drilling fluid1. The other alternative is to set a cement plug(s) across the lost circulation zone, 
either via the drillstring or via an open-ended work string. These lost circulation treatments, however, have 
the following limitations:
1. For conventional LCM pills, when applied, the LCM plugs off the loss zone close to or at the face of the 

wellbore. Unfortunately, this LCM is easily eroded by the flow of drilling fluid and the drillstring move-
ment when drilling resumes, thereby causing the reopening of the loss zone and the reoccurrence of lost 
circulation.

2. For cement plugs, their application requires time for the cement to set and plug-off the loss zone. Unfor-
tunately, the cement usually flows deep into the loss zone before it has the chance to set. This is the case, 
especially with losses into highly fractured or cavernous formations. In addition, the cement slurry can be 
easily contaminated by the turbulent flow of the wellbore fluid into the loss zone, which will interrupt the 
cement setting process and further jeopardize the lost circulation treatment2. 

The concept of using a high strength, pressure activated, high solids squeeze to combat lost circulation has 
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been in existence in the oil and gas drilling industry for 
more than 50 years. Its first application dates back to 
1956 while the first commercial product was introduced 
in 19643. Today, many variants of this treatment are 
available in the industry, and have been applied as  lost 
circulation treatments with great success. Subsequently, 
the introduction of a thixotropic swelling polymer as 
a pre-treatment is relatively new, but it has also been 
successfully applied in lost circulation treatments. 

Principle of the Pressure-Activated LCM 
and Swelling Polymer Treatment
The high strength, pressure-activated LCM is unique 
from the conventional lost circulation treatments previ-
ously mentioned, in that the LCM treatment is activated 
when the liquid phase is separated from the solids 
phase by squeeze pressure. This squeeze action leaves 
behind a solid plug, with a compressive strength close 
to that of a cement plug, which plugs off the loss zone. 

Figure 1 is an image of the resulting high strength 
plug from a laboratory test where the pressure-activated 
LCM was subjected to squeeze pressures. Figure 2 is 
a chart showing the progressing compressive strength 

of the plug as more squeeze pressure was applied. As 
the squeezing pressure is applied to the pill, it forces 
the crystalline structure of the solids in the pill to 
become smaller and more compact, thereby expelling 
the liquid within the pill and building up the strength 
of the resulting plug, Fig. 3.

The thixotropic swelling polymer pill is composed 
of a polymer, which swells when it is exposed to water. 
Figure 4 shows a sample the thixotropic swelling poly-
mer prior to activation and 30 minutes after activation. 
This pill is pumped ahead of the pressure-activated pill 
to provide a filler or base for the squeeze process. By 
placing this swelling pill ahead of the pressure-activated 
pill, it creates a temporary barrier to retain the pres-
sure-activated pill within the loss zone, and provides 
a support for the squeeze pressure to be applied. The 
swelling pill is very sensitive to water and begins to 
swell as soon as it is exposed to water when mixing is 
initiated on the surface. 

The swelling action can, however, be inhibited by a 
reduction of the pH of the fluid until the pill is ready to 
be pumped into the wellbore. Once inside the wellbore, 
it begins to react with the water from the drilling fluid 
and the formation, causing it to swell up to 30 times 
its original volume. The resulting jelly-like pill forms 
a base support within the loss zone for the following 
pressure-activated pill to rest on and receive the re-
quired squeeze pressure. 

Note that the resulting plug from the combined pres-
sure-activated LCM and swelling polymer treatment 
is usually formed within the loss zone rather than close 
to or on the face of the wellbore, which minimizes 
the possibility of the pill being eroded when drilling 
resumes, unlike the conventional LCM pill.

Pressure-Activated LCM and Swelling Polymer 

Application Procedure

The application process of the combined pressure-ac-
tivated LCM and thixotropic swelling polymer has 
several stages. They are as follows:
1. Preparing of mixing pits: Two separate mixing pits 

 
 

 
 
Fig. 1  High strength plug from a laboratory test on the pressure-activated LCM pill. 
 
 
 
 

 
 
Fig. 2  Applied squeeze pressure vs. resulting plug compressive strength. 
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Fig. 2  Applied squeeze pressure vs. resulting plug compressive strength. 
 
 
 
 

Fig. 2  Applied squeeze pressure vs. resulting plug compressive strength.

99771araD6R1.indd   3099771araD6R1.indd   30 8/10/20   8:18 PM8/10/20   8:18 PM



31 The Aramco Journal of TechnologyFall 2020

with agitators are required within the rig mud sys-
tem, one for the swelling polymer pill and the other 
for the squeeze pill. Ideally, these pits should be as 
close as possible to the mud pump suction line and 
should have minimized dead volumes. The filter 
screens in the mixing pump suction lines and the 
mud pump suction line should also be removed. 
These pits and their mixing lines must be cleaned 
thoroughly to remove any potential contaminants.

2. Mixing each pill: The pressure-activated pill must be 
pre-mixed first, before the swelling polymer pill, and 
without any weighing material. As mixing progress-
es, the slurry will start to foam and become thicker. 
At this point, it may require some de-foaming and 

thinning agents. This pill can also be pre-mixed 
and stored for up to a month before application, as 
it is chemically inert and will only activate if it is 
pressurized. Subsequently, a sample of the pill must 
be tested before application to confirm its potency. 

The weighing material should be added to bring 
the pill to its required density not more than an 
hour before pumping into the well. The thixotrop-
ic swelling polymer pill must be mixed last, due 
to its sensitive nature. The mixture should not be 
completed before the drillstring is at the required 
depth of application and not more than 1 hour be-
fore it is pumped. Since the polymer immediately 
begins to react when in contact with water, it may 
be necessary to keep its pH within the range of 
2.5 to 3.0 by treating it with citric acid. This will 
prevent premature swelling, which may plug the 
drillstring while pumping. 

3. Pumping pills down to the loss zone: The depth of 
application for the pills is dependent on the sever-
ity of the losses. For total losses, it is advisable to 
position the drillstring bit well above the loss zone, 
usually at the previous casing shoe if it is not too 
shallow from the loss zone. This will allow the pills 
to drop down with the fluid flow into the loss zone. 
For partial losses, it is recommended to position the 
bit as close to the loss zone as possible, since there 
is a chance the pills may follow the partial fluid 
flow upwards in the annulus, and therefore not be 
placed in the loss zone where it is required.

The swelling polymer pill is pumped first, followed 
by 2 to 3 bbl of the original drilling fluid as a spacer, 
and then by the pressure-activated pill. The pill 
train is then displaced down the drillstring with the 
original drilling fluid to the loss zone. For treating 
partial losses, the pills should be pumped with the 
well shut-in, i.e., with a closed blowout preventer. 
This will effectively bullhead the pills into the loss 
zone to initiate the squeeze process.  

            
 
 
 
Fig. 3  (a) Crystalline structure of a pressure-activated LCM before squeeze pressure, and (b) after 
applying the squeeze pressure.  
 
 
 
 
 
 

 
 
Fig. 4  (a) A thixotropic swelling polymer sample before water is added, and (b) 30 minutes after water is 
added. 
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Fig. 3  (a) Crystalline structure of a pressure-activated LCM before squeeze pressure, and (b) after applying the squeeze pressure.
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Fig. 4  (a) A thixotropic swelling polymer sample before water  
           is added, and (b) 30 minutes after water is added.            
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For total losses, i.e., with no mud returns, the well 
does not need to be shut-in. In this case, the well 
may start having returns, especially as the swelling 
polymer pill starts to react after it has exited the 
drillstring into the open hole. Consequently, care 
must be taken to closely monitor the rates of return, 
since a sharp and persistent increase may also be 
an indication of a well influx.

After displacing all the pills out of the drillstring, 
the drillstring is pulled up above the theoretical top 
of the pills (assuming no losses) and then flushed 
with mud to ensure that no traces of the pills are 
left inside.

4. Squeezing the pills: If returns are observed, the 
blowout preventer is then closed (if it is still open) 
and the squeeze pressure is applied in stages, until 
a predetermined maximum allowable pressure is 
reached. This maximum allowable pressure is driven 
by the last formation integrity test (FIT) done on 
the last casing shoe above the open hole. If this 
maximum squeeze pressure is achieved, it will be 
held for at least 1 hour to allow for full activation 
and strengthening of the pill. 

5. Evaluating the losses after application: After holding 
the squeeze pressure for a minimum of 1 hour, the 
pressure is then bled off in stages while monitoring 
the volume of mud returns. As stated before, an 
increase in mud returns may be an indication of a 
well influx and this should be controlled accordingly. 
After bleeding off all the pressure, a flow check is 
performed to confirm the well stability. Normal 
drilling operations can then proceed. If, however, 
the losses are still not cured, or returns are not 
observed, a second pill train may be required.

Case Study of Application of Combined Pressure-

Activated Pill and Swelling Polymer Pill

This case study discusses the application of the com-
bined loss treatment on one well, Well-A, in a field of 
interest, where total losses were encountered while 
drilling the 12” hole section with a managed pressure 

drilling (MPD) system. The formation being drilled is 
a fractured, high-pressure, high temperature (HPHT) 
reservoir charged with saltwater. It is about 1,500 ft 
thick and mainly consists of Middle to Upper Triassic 
dolomitic mudstone with anhydrite streaks. It was de-
posited in a low-angle lagoon to supratidal depositional 
environment, Fig. 5. The high-pressure zones are be-
lieved to be within the anhydrite streaks, formed as a 
result of tectonic, hydrocarbon generation processes, 
formation uplifting, and hydrothermal expansion. 
These geological processes are also believed to be 
the reason for the fractured nature of the formation4.

Due to its fractured nature and high pore pressure, 
the drilling mud weight (MW) window in this formation 
is very narrow, usually between 0.5 pcf and 1.0 pcf, 
and sometimes there was no MW window at all. With 
such a narrow MW window, the formation is prone to 
lost circulation and subsequent well control situations. 
To mitigate this challenge, a fully automated MPD 
system was deployed to drill through it. With the MPD 
system, the equivalent circulating density (ECD) and 
bottom-hole pressure were easily controlled, thereby 
enabling drilling within the narrow MW window. 

Well-A 12” Hole Section Summary

Figure 6 is the well profile of Well-A, showing the 13⅜” 
casing and 12” hole section with a drillstring. The 
12” hole section was drilled across the high-pressure 
formation to the 9⅝” casing point, utilizing the MPD 
system. The system was used to apply an ECD of 152 
pcf to the well, while drilling with a 145 pcf water-based 
drilling fluid densified with a manganese tetroxide 
(Mn3O4) and barite. This drilling fluid was used, as 
it was less susceptible to weighing material sagging, 
formation saltwater contamination, high rheology, 
dehydration, and thermal instability. 

The MPD system was also used to adjust the bot-
tom-hole ECD to keep it within the drilling mud 
window, thereby reducing the likelihood of losses/
formation breakdown while applying enough over-
balance to prevent any influx from the formation. In 

Fig. 5  The HPHT formation lagoon to supratidal depositional environment5.
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the event where a MW window was nonexistent, i.e., 
where the formation fracture pressure was less or equal 
to the formation pore pressure, the mitigation plan was 
to adjust the ECD to the minimum level required to 
keep the formation overbalanced while treating the 
resulting losses with LCM pills, pumped down the 
drillsting to the lost circulation zone. 

Figure 7 shows the drillstring configuration for drill-
ing this hole section. Note that the 12” bit was fitted 
with 6 × 20 nozzles with a total flow area of 1.841 
in2. This nozzle size was selected to produce sufficient 
bit hydraulic horsepower per square inch for optimal 
drilling while providing sufficient total flow area for 
pumping a high concentration of LCM (up to 200 ppb) 
through the drillstring without plugging it. 

Well-A 12” Hole Section Drilling Summary

Drilling the 12” hole section commenced with 145 
pcf mud while maintaining an ECD of 152 pcf on the 
bottom with the MPD system. After drilling 186 ft 
into the high-pressure formation, a 100 bbl/hr partial 
lost circulation occurred. These partial losses were 
controlled by first reducing the bottom-hole ECD to 
149 pcf and spotting some LCM on the bottom via the 
drillstring. The ECD was then increased back to the 
original value of 152 pcf and drilling resumed. After 
drilling 438 ft into the high-pressure formation, the 
MPD system detected a 1 bbl gain in the active mud 
system — the well had taken in an influx. Drilling 
was halted and the influx was circulated out, after 
which the ECD was increased to 153 pcf to maintain 
the required overbalance. 

After the influx was circulated out, partial losses 
occurred again, this time at 120 bbl/hr. Again, the 
losses were controlled by spotting an LCM pill via the 
drillstring, after which drilling resumed. Unfortunately, 
total lost circulation occurred after drilling 556 ft into 
the formation. At this point, the losses could not be 
controlled with conventional LCM pills. Furthermore, 
the MPD system could not maintain the required 153 
pcf ECD on the bottom, due to the losses. This led to 
the well taking in an influx, and therefore had to be 
shut-in. Drilling could not continue until the influx 
was circulated out. The influx, in turn could not be 
circulated out until the losses were cured. 

Figure 8 shows the drilling mud window and ECD 
profile for Well-A’s 12” hole section, with notes of all 
the lost circulation and well control events.

The challenge here, as mentioned, was that after stop-
ping the losses, the LCM was washed out and eroded 
from the wellbore around the loss zone when drilling 
resumed. This caused the loss zone to be reopened 
and the lost circulation to reoccur. At this point, the 
combined high strength, pressure-activated pill and 
thixotropic swelling polymer pill were deployed to stop 
the losses, and strengthen the wellbore.

Application of Combined Pills in Well-A

The pits were prepared as per the procedures discussed 
earlier in the article. The required pill volumes were 
also determined by considering the length of the open 
hole and the depths of the loss zones. It was finally 
decided to pump a volume equal to 1.5 to 2.0 times 
the open hole volume for each pill. This would allow 
the pill treatment to cover all the potential loss zones 
encountered while drilling. 

The drillstring bit was placed at the 13⅜” casing 
shoe and pills were mixed, also as per the procedure 
discussed earlier. There were challenges with weighing 
up the swelling polymer pill to the required 145 pcf. 
The density could only be built up to 138 pcf without 
jeopardizing the effectiveness of the pill, and at this 
point, it was decided to pump the 138 pcf swelling 
polymer as it was while compensating it with back 
pressure from the MPD system. 

The combined pill train was pumped and displaced 
out of the drillstring, after which it was dropped down 
the open hole to the loss zone. Initially, there were no 
returns, and back pressure was still being applied via 
the MPD system. The swelling polymer pill was allowed 
to swell for a period of about 2 hours after which the 
squeeze pressure was applied in stages via the MPD 
system. A total of 26 bbl of fluid were squeezed into 
the well after which the squeezed pressure built up to 
an equivalent MW of 157 pcf at the 13⅜” casing shoe, 
which was 2 pcf higher than the FIT carried out on 
the casing shoe. 

The pressure was bled down to the previous equiv-
alent MW required for overbalance (153 pcf ) and the 
well was monitored for 1 hour via the MPD system. 
No losses or gains were observed. The drillstring was 
washed down to the bottom of the well where the 

Fig. 6  The well profile of Well-A showing the 133/8” casing  
           and 12” hole section with a drillstring.
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the event where a MW window was nonexistent, i.e., 
where the formation fracture pressure was less or equal 
to the formation pore pressure, the mitigation plan was 
to adjust the ECD to the minimum level required to 
keep the formation overbalanced while treating the 
resulting losses with LCM pills, pumped down the 
drillsting to the lost circulation zone. 

Figure 7 shows the drillstring configuration for drill-
ing this hole section. Note that the 12” bit was fitted 
with 6 × 20 nozzles with a total flow area of 1.841 
in2. This nozzle size was selected to produce sufficient 
bit hydraulic horsepower per square inch for optimal 
drilling while providing sufficient total flow area for 
pumping a high concentration of LCM (up to 200 ppb) 
through the drillstring without plugging it. 

Well-A 12” Hole Section Drilling Summary

Drilling the 12” hole section commenced with 145 
pcf mud while maintaining an ECD of 152 pcf on the 
bottom with the MPD system. After drilling 186 ft 
into the high-pressure formation, a 100 bbl/hr partial 
lost circulation occurred. These partial losses were 
controlled by first reducing the bottom-hole ECD to 
149 pcf and spotting some LCM on the bottom via the 
drillstring. The ECD was then increased back to the 
original value of 152 pcf and drilling resumed. After 
drilling 438 ft into the high-pressure formation, the 
MPD system detected a 1 bbl gain in the active mud 
system — the well had taken in an influx. Drilling 
was halted and the influx was circulated out, after 
which the ECD was increased to 153 pcf to maintain 
the required overbalance. 

After the influx was circulated out, partial losses 
occurred again, this time at 120 bbl/hr. Again, the 
losses were controlled by spotting an LCM pill via the 
drillstring, after which drilling resumed. Unfortunately, 
total lost circulation occurred after drilling 556 ft into 
the formation. At this point, the losses could not be 
controlled with conventional LCM pills. Furthermore, 
the MPD system could not maintain the required 153 
pcf ECD on the bottom, due to the losses. This led to 
the well taking in an influx, and therefore had to be 
shut-in. Drilling could not continue until the influx 
was circulated out. The influx, in turn could not be 
circulated out until the losses were cured. 

Figure 8 shows the drilling mud window and ECD 
profile for Well-A’s 12” hole section, with notes of all 
the lost circulation and well control events.

The challenge here, as mentioned, was that after stop-
ping the losses, the LCM was washed out and eroded 
from the wellbore around the loss zone when drilling 
resumed. This caused the loss zone to be reopened 
and the lost circulation to reoccur. At this point, the 
combined high strength, pressure-activated pill and 
thixotropic swelling polymer pill were deployed to stop 
the losses, and strengthen the wellbore.

Application of Combined Pills in Well-A

The pits were prepared as per the procedures discussed 
earlier in the article. The required pill volumes were 
also determined by considering the length of the open 
hole and the depths of the loss zones. It was finally 
decided to pump a volume equal to 1.5 to 2.0 times 
the open hole volume for each pill. This would allow 
the pill treatment to cover all the potential loss zones 
encountered while drilling. 

The drillstring bit was placed at the 13⅜” casing 
shoe and pills were mixed, also as per the procedure 
discussed earlier. There were challenges with weighing 
up the swelling polymer pill to the required 145 pcf. 
The density could only be built up to 138 pcf without 
jeopardizing the effectiveness of the pill, and at this 
point, it was decided to pump the 138 pcf swelling 
polymer as it was while compensating it with back 
pressure from the MPD system. 

The combined pill train was pumped and displaced 
out of the drillstring, after which it was dropped down 
the open hole to the loss zone. Initially, there were no 
returns, and back pressure was still being applied via 
the MPD system. The swelling polymer pill was allowed 
to swell for a period of about 2 hours after which the 
squeeze pressure was applied in stages via the MPD 
system. A total of 26 bbl of fluid were squeezed into 
the well after which the squeezed pressure built up to 
an equivalent MW of 157 pcf at the 13⅜” casing shoe, 
which was 2 pcf higher than the FIT carried out on 
the casing shoe. 

The pressure was bled down to the previous equiv-
alent MW required for overbalance (153 pcf ) and the 
well was monitored for 1 hour via the MPD system. 
No losses or gains were observed. The drillstring was 
washed down to the bottom of the well where the 

Fig. 6  The well profile of Well-A showing the 133/8” casing  
           and 12” hole section with a drillstring.
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well was again monitored for another hour. Again, 
no losses or flow was detected. Drilling resumed and 
continued to the 9⅝” casing point without any further 
lost circulation issues. 

The application of the combination pills in Well-A 
was a total success. The pills not only stopped the losses, 
but also strengthened the formation so it could support 
an equivalent MW higher than the initial FIT value.

 
 
Fig. 7  The 12” hole drillstring configuration. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7  The 12” hole drillstring configuration.
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Applications in Other Wells in the Field of Interest

This technique has been used in other wells in this field 
across the same fractured HPHT formation. In one 
particular well, severe partial losses were encountered. 
Here, the combination pill was applied and it reduced 
the losses to a minimum level, which allowed drilling 
to continue to the casing point. 

In another well in the same field, which also en-
countered total losses across the formation, the com-
bination pill was applied but was not able to stop the 
losses, and two cement plugs were applied without 
success. Subsequently, the losses were finally stopped 
by pumping the thixotropic swelling polymer pill in 
combination with a third cement plug. Drilling then 
resumed and continued to the casing point without 
any subsequent losses.

Other Variants of the Application

The combined pill technique has been used in a number 
of wells since the application discussed in this article, 
with varying levels of success. Consequently, some of 
these treatments have been done with some modifi-
cations to the original technique — one of which is 
mentioned in the previous paragraph — where the 
swelling polymer pill was pumped ahead of a cement 
plug instead of the pressure-activated pill. These new 
techniques are as follows:
1. The thixotropic swelling polymer pill is first applied 

as a single pill, and then displaced into the loss zone. 
After allowing time for swelling, the pressure-activat-
ed pill is then pumped into the loss zone. This variant 
allows the pill more time to swell before pumping 
the pressure-activated pill, thereby increasing its 

 
 
Fig. 8  A chart showing the 12” hole section drilling mud window and the ECD profile of Well-A. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  A chart showing the 12” hole section drilling mud window and the ECD profile of Well-A.
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This technique has been used in other wells in this field 
across the same fractured HPHT formation. In one 
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to continue to the casing point. 
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resumed and continued to the casing point without 
any subsequent losses.

Other Variants of the Application

The combined pill technique has been used in a number 
of wells since the application discussed in this article, 
with varying levels of success. Consequently, some of 
these treatments have been done with some modifi-
cations to the original technique — one of which is 
mentioned in the previous paragraph — where the 
swelling polymer pill was pumped ahead of a cement 
plug instead of the pressure-activated pill. These new 
techniques are as follows:
1. The thixotropic swelling polymer pill is first applied 

as a single pill, and then displaced into the loss zone. 
After allowing time for swelling, the pressure-activat-
ed pill is then pumped into the loss zone. This variant 
allows the pill more time to swell before pumping 
the pressure-activated pill, thereby increasing its 

 
 
Fig. 8  A chart showing the 12” hole section drilling mud window and the ECD profile of Well-A. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  A chart showing the 12” hole section drilling mud window and the ECD profile of Well-A.

99771araD6R1.indd   3599771araD6R1.indd   35 8/10/20   8:18 PM8/10/20   8:18 PM

36 The Aramco Journal of Technology Fall 2020

effectiveness.
2.	The	pressure-activated	pill	is	applied	as	a	stand-

alone	pill.	This	is	more	suited	for	treating	partial	
losses.	

3.	Conventional	LCM	is	added	to	the	pressure-activat-
ed	pill	to	enhance	its	performance.	This	resulting	pill	
has	both	the	characteristics	of	the	pressure-activated	
pill	and	the	conventional	LCM	pill.

Conclusions
The	application	of	the	combined	high	strength,	pres-
sure-activated	pill	and	thixotropic	swelling	polymer	
pill	in	the	field	of	interest	has	proven	to	be	a	successful	
treatment	for	lost	circulation	where	other	conventional	
lost	circulation	treatments	had	failed.	It	has	enhanced	
the	MPD	operations	across	the	HPHT	fractured	for-
mations	in	this	field	by	strengthening	the	formation	
beyond	its	initial	tested	strength,	thereby	increasing	the	
MW	window.	It	has	also	proven	to	be	a	very	versatile	
lost	circulation	treatment	technique,	which	can	be	
adapted	to	a	wide	variety	of	lost	circulation	challenges.
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Wireline formation testers (WFTs) are a major component of providing quantitative geomechanical 
information obtained through induced hydraulic fractures, commonly called a microfracture. This 
type of information is used to infer critical data such as borehole stability studies, field stress mapping, 
stimulation planning, seal integrity tests, and other applications. Likewise, vertical interference tests 
(VIT) conducted with WFTs provides valuable information about flow barriers, zone connectivity, 
and quantitatively determines localized horizontal and vertical permeabilities. Both techniques are 
used over separate stations and different depths as it may involve various hardware in different trips 
in the wellbore. In this article, a novel technique to combine both tests simultaneously using an op-
timized hardware configuration and interpretation will be demonstrated.

Pressure test data in low permeability reservoirs is commonly affected by “supercharging” fluid 
that leaks into the invaded zone from hydrostatic pressure and cannot quickly dissipate, thereby 
making it difficult to accurately obtain true formation pressure measurements. This, in turn, affects 
the VITs where the pressure response at the observation point is influenced by the supercharged 
pressure, resulting in the erroneous calculation of vertical permeability. By initiating a microfracture 
while monitoring its response, this provides a better estimate to reservoir pressure and improves VIT 
success in a low permeability formation.

The combination of a microfracture and VIT at the same depth provides unique information about 
the reservoir and may enhance the data quality on these stations. The safety and cost are positively 
impacted in improving the operational efficiency. New methods and techniques can emerge from the 
utilization of this methodology and improve reservoir understanding and characterization. In fact, 
a feasibility test using this unique approach was conducted and validated in a carbonate reservoir. 
The results indicate that the created microfractures provide a means of dissipating the “supercharg-
ing” effect, masking the true formation pressure, thereby reducing the uncertainty in the calculated 
reservoir properties using the VIT data. 

This technique may be further developed to include — for future implementation — other sensors 
at different places and positions in the downhole modular tools to acquire more information that will 
bring novel insight on the tested reservoir zones.

Simultaneous Injection and Fracturing 
Interference Testing SIFIT — A Novel Technique
Mohamed Larbi Zeghlache, Mustapha Berkane, and Wael Soleiman

Abstract  /

Introduction
A diagnostic fracture test, also known as a pre-fracture test, injection falloff test, a data-fracture, and mini-frac-
ture or microfracture, are tests that can be used to determine mechanical properties of a geologic formation. 
In this article, the microfracture test is referred to as any of these listed fracturing techniques.

A vertical interference test (VIT) can be used to determine permeability anisotropy and/or barriers, while a 
mini-fracture can be used to determine a minimum fracture initiation pressure. Traditionally, these tests are 
performed with different wellbore testing tools and must be performed in separate operations in the wellbore. If 
a situation arises where both tests need to be performed, the need for two complex operations, and potentially 
two trips, can lead to excessive time and cost.

This article describes a method for testing geomechanical properties of the reservoir rock. The tested prop-
erties include vertical permeability and “fracture-ability.” The method involves the acquisition of VIT data 
followed by microfracture on the same station to determine both anisotropy and the fracture pressure at the 
same depth in a given reservoir formation. For this purpose, any type of formation testing tools might be 
considered for the above mentioned objectives. This may include, but not limited to, a wireline formation 
tester (WFT), logging while drilling (LWD) formation testing, surface testing, etc1. 

The main benefit of this technique is that testing tools or equipment are not moved, pulled out or replaced 
between tests. The tests can also be started at the same time, or certain aspects of each test can be performed 
at the same time. Details on overlapping aspects of the tests are discussed in this article. Such systems save a 
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considerable time and cost over traditional techniques. 
Additionally, extra sensors can be added to the well-
bore tool to determine more geomechanical properties 
within a single trip. The geomechanical properties 
that can be determined include, but are not limited 
to Young’s modulus, Poisson’s ratio, in situ stresses, 
electrical properties (conductivity and dielectric) and 
the direction or spatial variability of these properties 
when multiple sensors are used. 

These properties can also be used with other logging 
measurements to determine additional interpreted 
properties such as water, oil, and gas saturations in 
the rock pore space. The results of simultaneous injec-
tion and fracturing interference testing (SIFIT1) are 
validated in a carbonate reservoir demonstrating all 
the features and actual benefits.

VIT
Both vertical and horizontal permeabilities are criti-
cal parameters in the understanding of the fluid flow 
through petroleum reservoirs and the implementation 
of the production and injection strategies; the VIT 
can also be used to test potential flow barriers2. The 
horizontal permeability is relatively simple to obtain 
using a single source in the likes of WFTs, LWD, or 
well testing. The vertical permeability/anisotropy is 
obtained through VIT, which requires a specific setup 
composed of a source for the drawdown known as 
“sink” and an observation point that must be vertically 
separated from the sink. 

There are several configurations available with WFTs 
that can obtain VIT data, but the most common con-
figuration is made up of the straddle packer and a 
single probe, Fig. 1. 

The process is to initiate a pulse by pumping out 
fluid from the formation through the sink probe while 
monitoring the pressure changes in the observation 
probe. A variety of fluid identification sensors are also 
used during the pump out to ensure that a homoge-
neous native fluid is flowing across the sensors prior to 
starting the buildup phase. This procedure is to ensure 
that the in situ conditions are honored during the test 
and the fluid viscosity is measured in real time. If the 
spherical and/or the radial flow response of the sink 
and the observation probe overlay on a log-log plot, 
then a unique Kv/kh can be matched for that model. 

The absence of a signal in the observation probe 
can be interpreted as a flow barrier as long as there is 
sufficient drawdown in the sink and/or an appropriate 
distance between the sink and the observation probe. 
Therefore, great care needs to be taken for both job 
planning and the interpretation work so that the ap-
propriate design and formation parameters are well 
understood before inferring such a conclusion.

Microfracture Test
Microfracture is a cost-effective method, which saves rig 
time associated with conventional fracture methods that 
require surface pumping equipment. This technique 

 
 
 

 
Fig. 1  A standard configuration of the VIT, made up of the straddle packer and a single probe. 
 
 
 

 
Fig. 2  Microfracture standard configuration. 
 
 
 

Fig. 1  A standard configuration of the VIT, made up of the straddle packer and a single probe.
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is performed at a 1-m isolated discrete interval, Fig. 
2, to determine quantitatively: formation breakdown 
pressure, closure pressure (minimum horizontal stress), 
and formation pressure and fracture reopening (for-
mation tensile strength)3. Also, it allows stress contrast 

determination along the reservoir (fracture vertical 
migration).

Microfracture Prejob Assessment
The pre-job assessment consists of estimating rock 
strength and the fracture gradient to compare them 
to the maximum pressure capability allowed by the 
straddle packer module at downhole conditions.

The rock strength and fracture gradient are estimated 
from preexisting field information or open hole logs 
— acoustic and density — acquired in previous runs 
(usually in the same well where the microfracture is 
planned). Interval selection is recommended along 
with the likelihood of formation breakdown. The mi-
crofracture test selection consists of identifying a 1-m 
interval with natural barriers to fracture propagation 
above and below the straddle packer positions.

Microfracture General Procedures
The maximum differential pressure across the inflatable 
packers (absolute bottom-hole pressure (BHP) of the 
isolated interval minus hydrostatic pressure) depends 
on borehole size, Fig. 3.

The injection pressure capability of the straddle 
packer for a microfracture operation on a 6½” open 
hole is limited to the maximum differential pressure 
inside the packers. This pressure limit will decrease in 
larger boreholes. The maximum differential pressure 
allowed by the straddle packer is 3,500 psi (241 bar) 
above the hydrostatic pressure in 8½” holes; whereas it 

 

 
Fig. 3  Maximum differential pressure across the inflatable packers.  
 
 
 

 
Fig. 4  The WFT tool configuration. 
 
 
 

Fig. 3  Maximum differential pressure across the inflatable packers.

 
 
 

 
Fig. 1  A standard configuration of the VIT, made up of the straddle packer and a single probe. 
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Fig. 2  Microfracture standard configuration.
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can go higher in 6½” holes — the microfracture with 
the slim straddle packer kit can safely reach 4,000 psi 
of differential pressure.

Since the pressure between the packers should be 
lower than the pressure inside the packers by 150 psi 
(10.3 bar) to maintain a good seal in the testing interval, 
the maximum differential pressure allowed between 
the packers in the isolated interval should be around 
3,300 psi (in a 8½” in open hole). In some cases, 50 
psi is sufficient to maintain a seal, but it depends on 
borehole quality. The pressure inside the packer el-
ements will increase as the pressure of the isolated 
zone increases while injecting into the formation. The 
absolute pressure inside the elements will be higher 
than the isolated interval pressure.

WFT Tool Description
Some modifications are necessary to the straddle packer 
for microfracture operations. First, the strain gauge 
for the straddle packer element pressure reading is re-
placed with a 7.5 K strain gauge. Second, the borehole 
fluid pressure relief valve had the washers installed to 
increase the pressure relief to 3,500 psi. Finally, filters 
were installed in the six tank carrier. Solid particles in 
the mud tend to plug these filters while pumping into 
the testing interval or inflating the elements.

Usually, a large 885 cc pump is used to reduce the 
time for the packer inflation and deflation to save rig 
time; however, it does not necessarily produce higher 
power to generate enough pressure for a microfracture 
test. Therefore, a 500 cc pump was used. 

An additional 56.7 cc small volume pump was 
installed next to the straddle packer for accurate 
drawdown testing. Figure 4 illustrates the WFT tool 
configuration.

SIFIT — A Novel Technique
Because of the heterogeneity in reservoir layers and 
fluids filling the pore space, there is no single configura-
tion of the modular formation testing tools available to 
perform advanced tests, e.g., VIT. Multiple configura-
tions are possible and each have different applications, 
limitations, and advantages. For example, a single 
probe above a dual packer may not be applicable for 
high permeability or high mobility formations, this is 
mostly due to low drawdown pressure created by the 
dual packer as a result of high mobility. In this case, not 
enough interference pressure disturbance is created at 
the packer’s interval that can be observed at the moni-
toring probe. An azimuthal multi-probe configuration 
uses directional probes at the same depth, which can 
give additional information to reduce uncertainties 
related to vertical permeability interpretation.

In extreme cases, i.e., very tight or highly permeable 
formations, it is very challenging to produce a pressure 
wave that can cause interference due to either very high 
or very low drawdown at the source. This is the case 
of several carbonate fields in the Middle East where 
traditional VIT is challenging.

Formation testing and sampling have always been the 

most complicated, costly and time-consuming open 
hole logging operation. Borehole conditions and risks 
are often associated with conveyance, whereas tool 
operations and stationary time are challenges that 
define the success of formation testing and sampling. 
Therefore, it is important to improve the safety, quality, 
and efficiency for such logging operations. For all these 
challenges, an opportunity was identified to optimize 
such complex operations by simultaneously addressing 
multiple challenges in a safe and cost-effective way. 
Consequently, SIFIT was implemented and validated1. 

A SIFIT technique was deployed for the first time 
in a carbonate reservoir. A sidetrack well was drilled 
with 6⅛” bit size across the target reservoir. A com-
prehensive logging program was successfully executed 
comprising the following suits:

• Run 1: LWD triple combo
• Run 2: Image/X-Dipole sonic
• Run 3: Pressures/samples/microfracture/VIT 
The objective of the microfracture testing on the 

studied well is to measure the fracture initiation, 
propagation, closure, reopening, and final fracture 
closure pressures. The well targeted an area of the 
reservoir that did not have fractures so that the far field 
stresses — not affected by borehole stresses — of the 
matrix could be measured to validate and calibrate 
the horizontal stress profile. The microfracture testing 
procedure included formation breakdown, fracture 
propagation, fracture reopening cycle, and pressure 
falloff for fracture closure identification. The fracture 
closure is observed by natural leakoff pressure decline 
behavior.

Fig. 4  The WFT tool configuration.

 

 
Fig. 3  Maximum differential pressure across the inflatable packers.  
 
 
 

 
Fig. 4  The WFT tool configuration. 
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Two microfracture intervals were selected for testing 
this formation. The first microfracture was conducted 
at Depth 1, a midpoint of the isolated interval. The 
second microfracture was conducted at Depth 2. Both 
tests achieved formation breakdown, propagation, re-
opening, and closure. The analysis of the pressure data 
from each test is presented in the following sections. 
This includes pressure decline curves that were ana-
lyzed to establish the fracture closure pressure. The 
decline curves were analyzed using the square root 
of time method, log-log derivative method, and the 
Nolte-G function method.

SIFIT was applied while conducting the micro- 
fracture by using the single probe on the testing tool, 
positioned at 6.5 ft above the midpoint of the straddle 
packer, to observe the pressure response during the 
injection cycles. This provided an interference test and 
the data from the observation probe was recorded for 
further analysis and interpretation.

Selected Testing Intervals
The open hole logs from this well were used to assist 
in selecting suitable depth intervals for the attempted 
SIFIT. The selection of the points is based on bore-
hole quality, borehole image data, formation stress 
contrast, formation mechanical properties, and in situ 

stress conditions. Extensive breakouts compromise 
the sealing capacity of the inflatable elements against 
the formation, and highly rugose borehole walls can 
deteriorate the rubber during inflation and deform 
the elements.

It is crucial for optimum fracture containment and 
proper fracture propagation that the inflatable ele-
ments are positioned on layers with stress contrast 
compared to the isolated formation interval to avoid 
sleeve fracturing and early hydraulic communication 
between the fracture and the hydrostatic pressure.

Figure 5 shows the image log over the selected in-
tervals with an indication of how the straddle packer 
is positioned. The injection area is enclosed between 
the packer elements.

The formation breakdown pressure and reopening 
pressures are observed on the gauge in the isolated 
volume at the point where the pressure stops increasing 
while pumping continues. The propagation time is 
then measured as the additional pumping time after 
breakdown/reopening occurs until the pump is stopped 
and pressure decline starts due to leakoff.

The fracture closure was identified by three different 
methods:
1. SQRT pressure decline analysis using the BHP vs. 

 
Fig. 5  Selected stations with an image log and open hole logs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6  The SIFIT sequence at Station 1. 
 

Fig. 5  Selected stations with an image log and open hole logs.
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the square root of the shut-in time.
2. Log-Log pressure decline analysis using the pressure 

derivative of the delta pressure and delta time in 
the log-log plot.

3. G-function analysis by plotting the GdP/dG on a 
pressure vs. the G-time plot.

The first method consists of plotting the BHP vs. 
the square root of time and finding the change of 
the linear decreasing trend as the fracture closure. 
The second method looks for a change of slope of the 
pressure derivative d(log∆P)/d(log∆t) from a constant 
linear behavior around 0.5 into a decreasing trend 
(this change is associated to fracture closure). The final 
method looks for the change of behavior in the GdP/dG 
curve, from a linear increasing to a decreasing trend.

The analysis for each microfracture station is de-
scribed in more detail in the following sections.

First Station Analysis
Figure 6 shows the entire microfracture sequence, 
where the BHP of the isolated interval and the abso-
lute pressure inside the packers are denoted in blue 
and pink, respectively. The flow rate is presented with 
brown line (cc/s) while the accumulative displaced 
volume is in green (liters).

The straddle packers are inflated in approximately 20 
minutes. The elements are recharged until they squared 
off and pressure is stabilized. After this, the observation 
probe (OP) is extended and a drawdown is performed 
to set the OP at formation pressure. The hydrostatic 
pressure is then recorded. Two packer integrity tests are 
done to confirm the seal prior to attempting formation 

breakdown. This is done by injecting with the pump 
up to 900 psi to 1,000 psi above hydrostatic pressure.

The formation breakdown is observed at P_frac on 
the gauge, which represents the absolute pressure in 
the interval. This is done by applying ~1,500 psi of 
differential pressure across the packers. The fracture 
is propagated for approximately 10 minutes after for-
mation breakdown. After this, the pump is stopped to 
allow fracture closure via natural leakoff.

When closure pressure is detected via one of the three 
methods mentioned earlier, another pumping injection 
cycle is started to reopen the fracture. The fracture 
reopened at P_reop and the fracture is propagated for 
12 minutes. The higher reopening pressure indicates a 
“ductile” reopening, which is not common, but possi-
ble, especially in carbonate. The build up of fracture 
propagation pressure indicates an increased stiffness 
as a function of ductility during propagation. At the 
end of this cycle, the pump is stopped to allow pressure 
bleed off and fracture closure via natural leakoff.

Last, the fracture is reopened one more time with 
relatively lower pressure and propagation of 10 minutes. 
During this third reopening/propagation cycle, the 
pressure increased indicating higher stiffness. Through-
out all three cycles (breakdown + 2 reopening cycles) the 
cumulative displaced volume is recorded (green curve).

The main purpose of repeating stress leakoff cycles is 
to ensure proper induced fracture propagation to reach 
far field stress with minimum near wellbore stresses 
(hoop stresses) similar to what was noticed in the Pc 
difference between the first cycle and the consecutive 
two cycles. This shows in the pressure history match 

Fig. 6  The SIFIT sequence at Station 1.
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the square root of the shut-in time.
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the log-log plot.

3. G-function analysis by plotting the GdP/dG on a 
pressure vs. the G-time plot.

The first method consists of plotting the BHP vs. 
the square root of time and finding the change of 
the linear decreasing trend as the fracture closure. 
The second method looks for a change of slope of the 
pressure derivative d(log∆P)/d(log∆t) from a constant 
linear behavior around 0.5 into a decreasing trend 
(this change is associated to fracture closure). The final 
method looks for the change of behavior in the GdP/dG 
curve, from a linear increasing to a decreasing trend.

The analysis for each microfracture station is de-
scribed in more detail in the following sections.

First Station Analysis
Figure 6 shows the entire microfracture sequence, 
where the BHP of the isolated interval and the abso-
lute pressure inside the packers are denoted in blue 
and pink, respectively. The flow rate is presented with 
brown line (cc/s) while the accumulative displaced 
volume is in green (liters).

The straddle packers are inflated in approximately 20 
minutes. The elements are recharged until they squared 
off and pressure is stabilized. After this, the observation 
probe (OP) is extended and a drawdown is performed 
to set the OP at formation pressure. The hydrostatic 
pressure is then recorded. Two packer integrity tests are 
done to confirm the seal prior to attempting formation 

breakdown. This is done by injecting with the pump 
up to 900 psi to 1,000 psi above hydrostatic pressure.

The formation breakdown is observed at P_frac on 
the gauge, which represents the absolute pressure in 
the interval. This is done by applying ~1,500 psi of 
differential pressure across the packers. The fracture 
is propagated for approximately 10 minutes after for-
mation breakdown. After this, the pump is stopped to 
allow fracture closure via natural leakoff.

When closure pressure is detected via one of the three 
methods mentioned earlier, another pumping injection 
cycle is started to reopen the fracture. The fracture 
reopened at P_reop and the fracture is propagated for 
12 minutes. The higher reopening pressure indicates a 
“ductile” reopening, which is not common, but possi-
ble, especially in carbonate. The build up of fracture 
propagation pressure indicates an increased stiffness 
as a function of ductility during propagation. At the 
end of this cycle, the pump is stopped to allow pressure 
bleed off and fracture closure via natural leakoff.

Last, the fracture is reopened one more time with 
relatively lower pressure and propagation of 10 minutes. 
During this third reopening/propagation cycle, the 
pressure increased indicating higher stiffness. Through-
out all three cycles (breakdown + 2 reopening cycles) the 
cumulative displaced volume is recorded (green curve).

The main purpose of repeating stress leakoff cycles is 
to ensure proper induced fracture propagation to reach 
far field stress with minimum near wellbore stresses 
(hoop stresses) similar to what was noticed in the Pc 
difference between the first cycle and the consecutive 
two cycles. This shows in the pressure history match 

Fig. 6  The SIFIT sequence at Station 1.
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plot deviating from the model fit.
The vertical interference, due to the injection cycles, 

is recorded in the OP, Fig. 6, and the modeled pressure 
history match is illustrated in Fig. 7. At this station 
the test was concluded after the final microfracture 
reopening cycle. The data from the OP was mainly 
used to provide confirmation of the vertical commu-
nication through the formation.

An image log is run pre- and post-SIFIT to capture 
the aperture and orientation of the fracture. Figure 8 
shows the pre-image on the left and the post-image on 
the right. Despite the evidence of fracture initiation 
and reopening, the image showed lower resolution 
across the zone of interest due to borehole condition 
deterioration and multiple wiper trips post-fracture 
and prior to the image log. 

Each of the natural leakoff pressure decline curves 
was analyzed for closure pressure as will be described 
later. Figures 9 and 10 shows the charts of the final 
analyzed decline curve.

Second Station Analysis
The entire SIFIT sequence is illustrated in Fig. 11, 
where the BHP of the isolated interval and the absolute 
pressure inside the packers are denoted in blue and 
pink, respectively. The flow rate is presented with a 
brown line (cc/s) while the cumulative displaced volume 
is in green (liters).

Almost the same sequence of events is followed as in 
the first SIFIT station. On the third and fourth cycles, 
there is a slight nonlinear response on the pressure 

curve as it increases to reopen the fracture. This might 
be due to one of two effects or mix of both: elasticity 
in the packer elements or naturally high ductility of 
carbonate causing ovalization to the packer elements 
as pressure increases to reopen the fracture and prop-
agate afterwards; however, this does not affect the 
microfracture closure analysis.

Similar to the first test, the modeled pressure history, 
Fig. 12, was utilized for each of the natural leakoff 
pressure decline curves analyzed for closure pressure, 
Figs. 13 and 14.

An image log was run pre- and post-SIFIT to analyze 
the aperture and orientation of the fracture. Figure 
15 shows the pre-image on the left and the post-image 
on the right.

The interference of the injection pressure was also re-
corded at the observation probe, as indicated in Fig. 16. 

There are three concepts to compare for validation 
of the SIFIT technique: 
1. Traditional VIT in adjacent well across the same 

formation (field data).
2. VIT performed by pump out post-microfracture.
3. Analysis of the OP data during fracture cycles 

(SIFIT).
Analysis of SIFIT is conducted using data of Station 

2 to determine horizontal and vertical permeability 
(kxy and kz) post-microfracture and investigate the effect 
of the induced microfracture on a standard pump out 
and interference test.

 
Fig. 7  The pressure history plot and model match at Station 1. 
 
 
 

 
Fig. 8  The image data pre- and post-SIFIT across Station 1. 
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Fig. 7  The pressure history plot and model match at Station 1.
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Fig. 8  The image data pre- and post-SIFIT across Station 1.
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Fig. 9  The log-log pressure derivative plot.
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Fig. 10  The square root function. 
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Fig. 8  The image data pre- and post-SIFIT across Station 1.
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Fig. 9  The log-log pressure derivative plot.
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Fig. 10  The square root function.

Fig. 11  The SIFIT sequence at Station 2.
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Fig. 12  The modeled pressure history plot and the model match at Station 2.
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Fig. 13 The square root function at Station 2.
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Fig. 14  The G-Function at Station 2. 
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Fig. 12  The modeled pressure history plot and the model match at Station 2.
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Fig. 13 The square root function at Station 2.
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Fig. 14  The G-Function at Station 2.
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Fig. 14  The G-Function at Station 2. 
 
 
 
 
 
 

 
 

 
Fig. 15  The image data pre- and post-SIFIT across Station 2. 
 

 
Fig. 16  The observation probe data at Station 2. 
 

Fig. 15  The image data pre- and post-SIFIT across Station 2.
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The pressure of the OP is high — ~10 psia to 12 psia 
— above formation pressure indicating supercharging 
prior to the microfracture test. The OP pressure starts 
to decrease during the microfracture injection period 
since more fractures are connected and more reservoir 
volume is connected to the wellbore. As a result, the 
high pressure at the OP starts to decrease slowly. The 
OP pressure responds exactly during the injection and 
falloff periods, indicating that it is in communication 
with the injection pressure via the formation layers.

Interpretation Results
A homogeneous model was used for the interpretation 
with no significant layering within the 60 ft vertical 
boundaries of the reservoir zone.

Figure 17 shows the final match on the log-log de-
rivative plot, while Fig. 18 shows the pressure history 
match. The straddle packer pressure and derivative raw 
data are shown in blue (triangle and square points) and 
the matched curve data is in red. The OP pressure and 
derivative raw data are shown in green (triangle and 
square points) and the matched curve data is in green.

The match on the source pressure data is excellent. 
The OP data cannot be matched as well, due to the 
supercharging as explained earlier. The early time 
OP pressure data is matched to calculate the vertical 
permeability correctly.

This solution does not assume radial flow but rather a 
shift in the spherical flow due to the test being closer to 

the upper boundary. The radial flow would be reached 
after seven hours of buildup based on the calculated 
kz from the OP pressure data4.

The model matches properly the OP data, especially 
toward the end of the SIFIT cycles (post-fracture). This 
provides a high fidelity on the analysis results of the 
VIT pre- and post-fracture for further interpretation 

Fig. 16  The observation probe data at Station 2.

 
 

 
Fig. 15  The image data pre- and post-SIFIT across Station 2. 
 

 
Fig. 16  The observation probe data at Station 2. 
 Fig. 17  The final log-log derivative match plot of the VIT data.

 
Fig. 17  The final log-log derivative match plot of the VIT data. 
 

 
Fig. 18  The history match for the OP pressure at Station 2. 
 
 

1E-5 1E-4 1E-3 0.01 0.1 1
Time [hr]

0.1

1

10

100

P
re

ss
ur

e 
[p

si
]

Monitor
Source (ref)

Log-Log plot: p-p@dt=0 and derivative [psi] vs dt [hr]
 
Fig. 17  The final log-log derivative match plot of the VIT data. 
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Fig. 17  The final log-log derivative match plot of the VIT data. 
 

 
Fig. 18  The history match for the OP pressure at Station 2. 
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and future work using this technique. The objective 
then would be to build a model that uses OP data 
during the SIFIT injection/falloff cycles to derive 
more realistic reservoir properties that mimic actual 
reservoir fluid dynamics throughout the life cycle of 
the studied field — enhanced recovery stages.

Conclusions
When producing fluids from a reservoir, it can be help-
ful to know certain properties of the geologic formation. 
Several tests to determine geomechanical properties 
can be performed after drilling the target reservoirs. 
Such tests can include a VIT and an injection falloff test. 

The VIT normally involves pumping fluid out of 
the geologic formation and into the wellbore while 
monitoring a pressure signal with a pressure sensor. An 
injection falloff test involves pumping a small volume 
of fluid into the geologic formation until a fracture 
is initiated, followed by natural pressure falloff due 
to fracture closure. Combining both techniques in 
one go improves safety, quality, and efficiency of this 
complex operation. The results show improvement 
over standard application, especially in tight reservoirs 
with supercharging effect.
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A reservoir’s condition is considered as a harsh environment for most oil field chemicals to remain 
stable and functional. The nanoencapsulation and slow-release technology may offer a possibility to 
deliver a chemical of interest to a selective target using smart nanocapsules despite the environmen-
tal conditions. Therefore, the encapsulation of the oil field chemicals, such as surfactants and acids, 
can be utilized to deliver these chemicals to deeper layers of a formation effectively, compared to the 
conventional production operations. 

Therefore, these work objectives are: (1) developing cost-effective nanocarriers to deliver chemicals 
to deeper layers of formations compared to current production practices, and (2) synthesizing nano-
carriers with improved stability and slow-release of enhanced oil recovery/improved oil recovery 
(EOR/IOR) chemicals over time at the reservoir’s temperature. We have synthesized several slow-re-
lease templates: (1) surfactant nano-salt complex for EOR, (2) surfactant nanocapsules (liposome) for 
EOR, and (3) acid nanocapsules for IOR. Different synthesis approaches were explored to synthesize 
these nanoencapsulation platforms, such as chemical precipitation and polymerization. 

Scanning electron microscopy, optical microscopy, dynamic light scattering, pH, and surfactant 
electrodes were used to characterize the nanocapsules, and surfactant nanoscale dispersion. Further-
more, the stability and slow-release of capsules and dispersions under reservoir conditions were 
evaluated by incubating and monitoring the samples in an oven at 95 °C to 120 °C for several days. 

The findings showed that the liposomes contained 11 wt% of petroleum sulfonates while the 
average particle size was 80 nm. Notably, liposomes and acid nanocapsules exhibited a gradual 
release for over 60 hours and 144 hours, respectively. The results demonstrate the possibility of 
synthesizing acid and surfactant nanocapsules with a slow-release property for EOR/IOR opera-
tions. Subsequently, the slow-release technology may bring new potentials to conventional oil pro-
duction jobs.

Oil Field Chemicals Delivery and Slow-Release 
Using Nanoencapsulation 
Dr. Nouf M. AlJabri and Dr. Yun Chang 

Abstract  /

Introduction
Microencapsulation and nanoencapsulation technologies have become popular in many fields, such as food 
engineering1, 2, cosmetics3, and pharmaceuticals4 because of their efficiency in designing smart carriers. Both 
encapsulation techniques, despite the capsules’ size, allow one to encapsulate the material of interest, protect 
it from the environment and deliver it to the targeted sites. The encapsulated material can vary from gases to 
liquids to solids based on the desired application. Figure 1 shows three different structures of nanocarriers.

The oil and gas industry also can benefit from this technology, as a reservoir’s environment is relatively harsh 
for most oil field chemicals to remain stable and functional. The encapsulation of the oil field chemicals in 
stable shells can offer many advantages, such as: (1) protecting the chemicals from the reservoir environment 
as well as maintaining their functionality, (2) deliver these chemicals to deep layers in the formations, and (3) 
utilize the reservoir atmosphere to trigger the slow-release of the capsules. 

Indeed, some criteria must be fulfilled to synthesize smart carriers for reservoir applications, such as the size, 
responsiveness, and stability of the capsules. The carrier’s size must be ≤ 200 nm — ideally ≤ 80 nm — to 
allow the carrier’s free transportation through the reservoir’s rocks. Moreover, these carriers have to exhibit 
improved stability in the reservoir environment. 

We believe that the implementation of the targeted and slow-release technology using nanocapsules and 
microcapsules to deliver the oil field chemicals can substantially reduce the cost of the enhanced/improved oil 
recovery (EOR/IOR) conventional methods via reducing the amount of chemicals. For example, surfactant 
encapsulation for EOR and acid encapsulation for well stimulation are two potential areas where chemical 
encapsulation may offer several advantages over the conventional methods. 

The reason for choosing surfactant encapsulation is that they are mostly used in oil fields to boost oil recovery 
beyond the waterflood baseline. Over a decade, they showed a substantial impact to improve the residual oil 
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recovery either by reducing the interfacial tension (IFT) 
between oil and water, or by altering the reservoir’s 
rock wettability5, 6. Some surfactants have succeeded in 
reducing the IFT values down to the ultra-low region 
of 0.001 dyne/cm at low concentrations, 1 ppm to 10 
ppm7. Moreover, many parameters can limit the sur-
factant flood effectiveness, such as: (a) high viscosity, 
(b) high retention/adsorption near the wellbore area, 
and (c) low stability at high temperatures of ≥ 80 °C, 
as well as high salinity of ≥ 25,000 ppm. 

Specifically, the petroleum sulfonate surfactants 
are the most abundant and inexpensive surfactants 
that can enhance oil recovery. Nevertheless, this class 
of surfactant is unstable in reservoir conditions and 
tends to react with the naturally existing cations in 
the reservoir to form a stable complex. As a result, 
the surfactant flood performance will be jeopardized. 

This complex concept has inspired us to mimic the 
complex formation process to make a surfactant de-
livery system. This can occur by reacting petroleum 
sulfonate surfactants with metal cations at controlled 
flow rates to form the surfactant nano-salt complex. 
This type of engineered complex has limited solubility 
in water and showed excellent stability in the reser-
voir conditions. Notably, these surfactant nano-salt 
complexes have the ability to release the surfactant in 
the presence of the residual oil. The immobilized oil 
in the reservoir would serve as a trigger to gradually 
release the surfactant from the complex. Subsequently, 
surfactants can be delivered selectively to where they 
are most needed in the reservoirs via an effecient and 
economical process. Therefore, the performance of 
the surfactant flooding can be improved.  

The acids’ encapsulation and slow-release is another 
potential area to explore the encapsulation technolo-
gy’s impact on improving the productivity of the long 
laterals to maximize the recovery. This is because 
the acid uniform distribution, especially in the long 
laterals, is considered an area of improvement due to 
the reservoir’s heterogeneity and the wells’ complex 
geometries8. In conventional operations, the rates of 
acid injection and acid-rock reaction are important 
factors to control the wormhole dimensions. 

Therefore, the inappropriate controlling of these 
factors either may increase the formation of permea-
bility or cause formation damage9. We envision that 
the acid encapsulation and its slow-release will allow 

controlling wormhole dimensions and improving the 
current practices of filter cake removal. The real value 
of acid encapsulation is to produce and release the en-
capsulated acid in situ on demand. Both the reservoir’s 
temperature and the formation water will trigger the 
release in the formation to control wormhole dimen-
sions and successfully stimulate the well. 

In this work, we explored the slow-release technology 
techniques for EOR/IOR. We have synthesized two 
surfactant encapsulations and slow-release systems: 
(1) liposomes, and (2) surfactant nano-salt complex. 
Furthermore, we encapsulated an acid precursor, 
which can be converted into acid in situ using the 
reservoir conditions. The synthesis, characterization, 
and slow-release phenomena of the synthesized nano-
capsules were analyzed and reported. 

Experimental Details
Both sulfonated surfactants, EOR 2095 and MLA 
3071, were obtained from Chemtura and used without 
further treatment. The HPT-1 polymer was obtained 
from Halliburton. The aluminum nitrate nonahydrate 
(Al(NO3)3.9H2O) was purchased from Aldrich Chemi-
cals. The surfactant nano-salt complex was prepared by 
mixing 100 mL of 1.0 wt% surfactant solution and vari-
ous amounts of HPT-1 in a reactor. An Al(NO3)3.9H2O 
solution (1.0 to 10.0 mL) was pumped at a fixed flow 
rate into the reactor with vigorous stirring. 

Some variables, such as an excess addition of anions, 
temperature, and reactants addition rates were used to 
control the particle size10. Moreover, the dispersion’s 
stability was controlled by the HPT-1 amount11. The 
metal’s salt solubility in water was analyzed by measur-
ing the free metal ions and surfactant concentrations 
in the dispersions using a titrator installed with ions 
and surfactant electrodes, respectively.

Liposomes (Lipid-based nanocapsules) were synthe-
sized to encapsulate and slow-release of the petroleum 
sulfonate surfactants. This can be approached by dis-
solving a known lipid formula in 20.0 mL of chloroform, 
which was evaporated after dissolving the lipid using 
rotavapor to form a dried lipid film. Next, the film was 
rehydrated with a mixture of alkylbenzene sulfonate 
and olefin sulfonate. As the last step, the produced 
liposome sizes were homogenized to form uniform 
nanosized capsules12, 13. 

Both interfacial and in situ polymerization techniques 
were used to produce acid nanocapsules5. The triacetin 
that represents the oil phase was encapsulated inside 
a polymeric shell. The shell’s monomer (A) was dis-
solved in triacetin, while the shell’s monomer (B) was 
dispersed in water. Later, the oil phase that contained 
monomer (A) was added to the aqueous phase that 
contained that second monomer in the presence of an 
inert polymer to control the capsule’s dispersions, to 
start the polymerization. 

In this technique, both oil and water-soluble mono-
mers reacted at the oil-water interface to form a poly-
meric shell that encapsulated the acid. The capsule’s 
content was measured using the formula:

Fig. 1  Different types of nanocarriers: (a) single-core  
           nanocapsule, (b) multiple core nanocapsule, and  
           (c) liposomes/lipid-based nanocapsules.
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recovery either by reducing the interfacial tension (IFT) 
between oil and water, or by altering the reservoir’s 
rock wettability5, 6. Some surfactants have succeeded in 
reducing the IFT values down to the ultra-low region 
of 0.001 dyne/cm at low concentrations, 1 ppm to 10 
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(b) high retention/adsorption near the wellbore area, 
and (c) low stability at high temperatures of ≥ 80 °C, 
as well as high salinity of ≥ 25,000 ppm. 

Specifically, the petroleum sulfonate surfactants 
are the most abundant and inexpensive surfactants 
that can enhance oil recovery. Nevertheless, this class 
of surfactant is unstable in reservoir conditions and 
tends to react with the naturally existing cations in 
the reservoir to form a stable complex. As a result, 
the surfactant flood performance will be jeopardized. 

This complex concept has inspired us to mimic the 
complex formation process to make a surfactant de-
livery system. This can occur by reacting petroleum 
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flow rates to form the surfactant nano-salt complex. 
This type of engineered complex has limited solubility 
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voir conditions. Notably, these surfactant nano-salt 
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surfactants can be delivered selectively to where they 
are most needed in the reservoirs via an effecient and 
economical process. Therefore, the performance of 
the surfactant flooding can be improved.  

The acids’ encapsulation and slow-release is another 
potential area to explore the encapsulation technolo-
gy’s impact on improving the productivity of the long 
laterals to maximize the recovery. This is because 
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• Encapsulation efficiency% = 

The stability of the surfactant loaded capsules in res-
ervoir conditions was tested by incubating the samples 
in an oven at 120 °C. The slow-release profile of the 
nanocapsules was produced by using an automatic 
titrator (Metrohm Inc.) using a surfactant electrode to 
monitor the concentration of the surfactant’s release. 
The acid nanocapsules’ release was monitored by a 
pH meter over an extended time at 95 °C. The pH 
value, in this case, is a reflection of triacetin hydrolysis 
and acetic acid dissociation. 

Results and Discussion
Surfactant Nano-Salt Complex

The surfactant nano-salt complex (Al-EOR2095) was 
synthesized using the surfactant salt precipitation meth-
od to produce a water insoluble surfactant encapsulating 
system. Figures 2a and 2b show the transmission elec-
tron microscope (TEM) and the particle’s distribution 
results of the synthesized Al-EOR2095 nano-salt com-
plex. Notably, the Al-EOR2095 nano-salt complex’s 
average size was in the acceptable range of 87 nm. 

As we emphasized earlier, the size of the nanocap-
sules are crucial to maximizing the efficiency of using 
them as carriers for EOR applications. The nano-
capsules’ size can be controlled via adjusting some 
synthesis parameters such as reactant flow rate, HPT-1 
concentration, Al substrate’s volume, and EOR2095 
concentrations. The optimization of these variables is 
essential to control the dispersion’s diameter. 

The Al-EOR2095 complex solubility (pKsp) is 
found to be in the order of 10. The Ksp of the Al- 
EOR2095 salt was measured to be 1.9 x 10-14. The 
amount of Al(NO3)3.9H2O, which was added to the 
EOR2095 solution, was used to modify and estimate 
the free EOR2095 surfactant concentrations. The 
results showed that free EOR2095 concentrations 
were reduced significantly after the formation of the 
Al-EOR2095 nano-salt complex, indicating that the 
complex formation is ongoing. 

Figure 2c shows the presence of the free EOR2095 
surfactant concentration vs. the Al cations’ volumes. 
Notably, the data indicated that the free EOR2095 
concentration could be maintained if Al surfactant 
salt particles remained fixed. 

Liposomes

A mixture of alkylbenzene sulfonate and olefin sulfonate 
were encapsulated in liposomes as described in the 
experimental section. The liposome capsules’ average 
size was 80 nm, while the capsule’s encapsulation effi-
ciency was 11%. The liposome’s homogenization was 
conducted using a rotator stator and microfluidizer, 
and both samples were imaged by optical microscopy 
after homogenization, Figs. 3a and 3b. 

The results indicated that the use of a microfluidizer 
had generated nanosized capsules, which were not the 
case when the rotor stator was used. The stability of 
the formulated liposomes was evaluated by placing the 
liposome samples in an oven at 120 °C to test the nano-
capsule’s thermal stability in the reservoir’s condition. 
Furthermore, the released surfactant concentration 
over time was monitored using a surfactant electrode to 
assess the liposomes’ slow-release capability. Figure 3c 
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shows the liposome’s gradual release profile over time. 
The free surfactant concentration measurement 

was 0.036 M and gradually increased to 0.048 M 
over 60 hours. It should be noted that the initial 
free surfactant concentration measurements suggest 
that the encapsulation efficiency needs to be further 
improved. Moreover, the capsule’s nanosizes can be 
homogenized using a low-energy microfluidizer to 
avoid the capsules breaking, and early release of the 
encapsulated surfactants. 

Acid Nanocapsules

The triacetin was used as an acid precursor and was 
encapsulated using both interfacial and in situ po-
lymerization methods for comparison purposes. The 
nanocapsules that were prepared using interfacial 
polymerization has a mean particle size of 200 nm 
while the acid encapsulation efficiency was 15 wt%, 
Fig. 4a. This capsule’s size is relatively suitable for 
reservoir application, but the synthesis route has to 
be further modified to enhance the encapsulation 
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efficiency. On the other hand, the in situ polymer-
ization produced larger particle sizes, with improved 
encapsulation efficiency. 

The capsule’s average particle size is 200 nm, while 
the encapsulation efficiency approached 400 wt%. 
Figure 4b shows the scanning electron microscope 
images of the acid nanocapsules. The acid nanocapsule 
samples were placed in an oven at 95 °C to monitor the 
capsule’s gradual release over time. The hydrolysis of 
the triacetin in the reservoir conditions — to gradually 
release the acid in situ — is illustrated in these steps: 

• Triacetin + H2O  3 C-C (=O)-OH

• CC (=O)-OH  CC (=O)-O- + H+   Ka = 10-4.75

• [H+] = [CC (=O)-O-] = (Ka* [CC (=O)-OH]) ^0.5

• pH = - log [H+] = -0.5*(log Ka + log [CC (=O)-OH])

The acid precursor has a first-order hydrolysis rate 
with a rate constant of 7.05 × 10-5/sec. Therefore, more 
than 99% of the triacetin was converted to acetic acid 
in situ in 24 hours. Moreover, the release rate indicates 
that the capsules degrade slowly by the formed acid. 
The decrease in pH was monitored and indicated a 
gradual decrease in pH values from 4.3 to 2.6 over 
six days, Fig. 4c. 

Conclusions 
In summary, we demonstrated nanoencapsulation 
methodologies and slow-release technology for EOR/
IOR reservoir applications. We showed the synthesis 
and characterization of two types of nanocapsules 
to deliver and slow-release commonly used oil field 
chemicals.

Surfactant responsive nanocapsules were prepared 
to serve as a surfactant carrier for EOR operations 
using the surfactant salt precipitation method, and the 
liposomes method. The PETRONATE® EOR2095 
encapsulation efficiency in the liposome capsules was 
11 wt% with the mean capsule size of 80 nm. Note 
that the size of the lipid-based nanocapsules is easier 
to control than the polymeric-based nanocapsules be-
cause of the shell flexibility. The liposomes’ release was 
characterized by titration using a surfactant electrode. 

The surfactant loaded liposomes were incubated in 
an oven at 120 °C, and the free surfactant’s concentra-
tion was monitored to evaluate the release. The data 
indicates that the gradual release was triggered when 
the temperature approached 120 °C, indicating that 
the liposome’s release is triggered by the temperature 
increment. Interestingly, the liposomes’ gradual release 
was continued for more than 60 hours. 

Acid nanocapsules were prepared using in situ and 
interfacial polymerizations. Notably, the in situ polym-
erization is easier to formulate spherical nanocapsules 
with higher encapsulation efficiency compared to the 
interfacial polymerization. The in situ encapsulation 
resulted in capsules with an encapsulation efficiency 
of 80 wt% and a mean diameter of 400 nm. 

The acid nanocapsules showed high stability at 95 

°C for several days. The acid precursor hydrolysis was 
triggered in the presence of water at 95 °C to produce 
the acid in situ. The capsules were remarkably stable 
under the reservoir conditions, and the pH was mon-
itored and showed a gradual reduction in pH values 
from 4.3 to 2.6 over six days. 
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Use of polymer gels are effective methods for water shut-off (WSO) applications in sandstone oil 
reservoirs having high water cuts. The WSO application can extend the economic life of the field 
once the undesired water production is minimized. A novel polymer gel was developed for WSO 
applications that extend the limitations of the current available materials for a sandstone formation. 

The new developed system offers chemical bonding of an organically cross-linked polymer (OCP) 
gel to the sandstone rock surface, enabling the WSO system having enhanced stability with superior 
performance. The fluid system is low toxic and environmentally acceptable. It is comprised of a 
polymer gel and adsorption components for sandstone formations. To enhance the blocking efficien-
cy of the WSO polymer gel, a specific adsorption component for sandstone formations was introduced 
into the OCP gel. The gelant can be placed as a single-phase, low-viscosity solution into the targeted 
formation zones. The new system can be widely applied for oil fields with excess water production.  

A lab rheology study of the newly developed polymer gel reveals that both the gelation time and 
the formed gel strength were greatly affected by the addition of the sandstone adsorption component. 
By using the appropriate retarder, the gelation time can be controlled without compromising gel 
strength. The new polymer gel was placed in a high permeability sandstone core plug, and chase 
water was subsequently injected to measure the blocking capacity. The core flow test indicates sub-
stantial drops in water production. The new polymer system was able to withstand 3,500 psi of dif-
ferential pressure at 200 °F, and did not allow the flow of water inside the core sample. 

The new polymer gel system is expected to control water production through high permeability 
streaks and large pore openings. The system can be injected in porous media without injectivity re-
duction due to their low initial viscosity. This work provides significant insight using a polymer gel 
system as an effective chemical treatment intended for carbonate substrate as a WSO material.

Novel Robust Polymer Gels for Water  
Shut-off Application in Sandstone Reservoir
Dr. Ayman M. Al-Mohsin, Dr. Jin Huang, Dr. Mohammed A. Bataweel, and Abdullah K. Abadi

Abstract  /

Introduction
When water production from the oil field surpasses a certain limit, oil production becomes inefficient. There-
fore, an improved oil recovery technique is necessary to decrease the water cut to economically satisfactory 
levels. In addition, water production can lead to several oil field related issues; such as costs related to water 
handling, scale, corrosion, and water/oil separation. These costs climb as water production increases. 

There are several water production mechanisms, which can be identified using different tools. Water pro-
duction has a different level of complexity. Starting with simple cases related to wellbore component leaks, 
which can be solved using mechanical means, are simple fixes around the wellbore area. All the way to more 
challenging problems that need innovative chemical solutions deeper in the reservoir. There are different 
water production mechanisms that can be identified such as a source of unproductive water. 

The reasons of undesired water production can be classified into two significant groups. Some are induced 
through wellbore completion, such as casing leaks, tubing and packer leaks, barrier breakdown, completion in a 
near water zone, and channels behind pipes. Other forms of unwanted water production are related to reservoir 
related problems; e.g., high permeability streak, water coning, moving oil-water contact, and fracture features1. 

The theory of shutting/reducing water from an oil producer has been implemented since the early decades 
of the oil industry. Several innovative solutions have been developed and applied for either conformance con-
trol (injectors) or water shutoff (WSO) (producers). This requires a deep understanding of water production 
mechanisms, reservoir conditions, and well completions for selecting the proper technology to solve a specific 
problem and to increase the success rate. 

Polymer gel as a chemical treatment is being implemented due to its cost-effectiveness for operations and 
handling, ease of use and efficiency, and for handling reservoir related problems. This technology is comprised 
of a polymer and a crosslinker (gelant) mixed before pumping into the targeted zone. Then, the mixture is 
injected into a water-bearing zone of the reservoir. At certain reservoir conditions, gel will form plug pores 
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and pore throats, Fig. 1. 
Wide-ranging collections of polymer gels are com-

monly based on the type of the crosslinker to be used2. 
The choice of gel treatment involves several factors 
to be considered, including conformance problems, 
the point of application, the state of the gelant for 
injection, the polymer gel stability in the downhole 
environment, and the economic costs. Based on the 
polymer composition used, polymer gels are classified 
into organic cross-linked polymer (OCP) gel or inor-
ganic cross-linked polymer3 gels. Based on the gelation 
times, inorganic crosslinkers such as chromium(III)4 
and aluminum(III)5 ions have been used for polymer 
gels in low temperature reservoirs, while organic cross-
linkers such as polyethylenimine have often been used 
for polymer gelation in high temperature reservoirs. 

Some of the major challenges faced by the polymer 
gel technology for WSO include high performance and 
stability under reservoir conditions and minimization 
of potential environmental effects. Besides stability, 
the success of polymer gel for treatment of a reservoir 
also depends on its compatibility with the rock surface. 
The polymer gels face instability and degradation is-
sues in the high-pressure reservoirs demanding WSO 
treatments. Although there have been successful cases 
of polymer gel WSO treatments as given in reviews, 
there is still a need to address the issue of gel stability 
and strength for a wide range of operating conditions 
such as high-pressure reservoirs. 

In the field of WSO, an adsorption component inte-
grated with organic polymer gels offers a solution to the 
current issues faced. Polymer-graphene hydrogels are 
other potential candidates for robust WSO treatment. 
In this article, a polymer gel system that is composed 
of low toxic OCP gel and an adsorption component 
are discussed. This novel reboost of the well-defined 
and flexible adsorption components enables the new 
system to chemically bond to the rock surfaces of the 
sandstone reservoir. 

This represents a significant breakthrough as it can 
overcome one of the key obstacles of water control in 
sandstone formations. In this article, a newly developed 
WSO material designed from combining OCP gel and 

adsorption components, which can provide sufficient 
gel time at temperatures up to 250 °F, is presented. 

This article describes the lab work for fluid formula-
tion optimization of gelation time at a given tempera-
ture, and the core flow tests for investigating the thermal 
stability and blocking efficiency of the new system.

Experimental 
Materials

The smart polymer gel system comprised of an OCP 
gel and the adsorption components. 

OCP gel: The OCP gel comprises a base polymer 
and an organic crosslinker. The OCP gel system is well 
investigated and has been applied in the oil fields for 
WSO applications, showing good stability over a wide 
temperature range. For the OCP gel fluid, potassium 
chloride was used in the concentration of 2 wt% (or 
167 lb/1,000 gal) in deionized (DI) water to prepare 
all the gelling solution — except for one case when 
synthetic field mixing water was used. Ammonium 
chloride (NH4Cl) was used as a retarder in the tests 
in the concentration of 1.2 wt% to 3.6 wt% (100 to 
300 lb/1,000 gal) in DI water.

Adsorption Component: To enhance the blocking 
efficiency of the WSO polymer gel, we introduce the 
adsorption components into the OCP gel. The adsorp-
tion components can be used alone or be combined to 
add to the existing OCP gel in flexible ways, depending 
on the reservoir rock mineral type (sandstone) and its 
permeability nature. 

Figure 2 illustrates the possible mechanisms for how 
the OCP gel interacts with the sandstone rock surface 
through the adsorption components. In the case of 
sandstone rock, the presence of X component “bridges” 
the OCP gel and surface silanols of the sandstone, 
thereby making the OCP gel “adsorbed” onto the 
sandstone surface. 

Gelation Time Determination 

The gelation time in this is defined as the initial gela-
tion time in which the gel fluid viscosity significantly 
increases, meaning the onset of gel formation. It refers 
to the time needed to reach the inflection point on the 

 

 

Fig. 1  The gelation process in porous media. 
 

 

 

Fig. 2  Proposed mechanism of smart polymer gel adsorbed on sandstone. 
 

 

 

 

Fig. 3  A representation to determine the gelation time by viscosity-time measurement. 
 

Sand Grain 

 

Fig. 1  The gelation process in porous media.
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tion optimization of gelation time at a given tempera-
ture, and the core flow tests for investigating the thermal 
stability and blocking efficiency of the new system.
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Materials

The smart polymer gel system comprised of an OCP 
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WSO applications, showing good stability over a wide 
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167 lb/1,000 gal) in deionized (DI) water to prepare 
all the gelling solution — except for one case when 
synthetic field mixing water was used. Ammonium 
chloride (NH4Cl) was used as a retarder in the tests 
in the concentration of 1.2 wt% to 3.6 wt% (100 to 
300 lb/1,000 gal) in DI water.

Adsorption Component: To enhance the blocking 
efficiency of the WSO polymer gel, we introduce the 
adsorption components into the OCP gel. The adsorp-
tion components can be used alone or be combined to 
add to the existing OCP gel in flexible ways, depending 
on the reservoir rock mineral type (sandstone) and its 
permeability nature. 

Figure 2 illustrates the possible mechanisms for how 
the OCP gel interacts with the sandstone rock surface 
through the adsorption components. In the case of 
sandstone rock, the presence of X component “bridges” 
the OCP gel and surface silanols of the sandstone, 
thereby making the OCP gel “adsorbed” onto the 
sandstone surface. 

Gelation Time Determination 

The gelation time in this is defined as the initial gela-
tion time in which the gel fluid viscosity significantly 
increases, meaning the onset of gel formation. It refers 
to the time needed to reach the inflection point on the 

 

 

Fig. 1  The gelation process in porous media. 
 

 

 

Fig. 2  Proposed mechanism of smart polymer gel adsorbed on sandstone. 
 

 

 

 

Fig. 3  A representation to determine the gelation time by viscosity-time measurement. 
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viscosity-time curve. 
A reasonable “gelation time” must be realized to 

allow safe pumping operation of the fluid through the 
tubular and into the target zone. Two methods were 
used to determine the gelation time in this study: (1) 
a visual inspection method using test tubes for quick 
initial screening, and (2) a technique that used the 
HPHT viscometer by observing the drastic change 
in solution viscosity during the measurement. The 
second method was the main method adapted in this 
study because it is more accurate and reliable. 

Figure 3 shows the viscosity-time curve used for de-
termining the gelation time of the fluid and the picture 
of a completely gelled composite polymer gel. The 
sample viscosity changes were monitored as a function 
of time at a given constant shear rate. 

All fluid rheology measurements in the lab studies 
were performed using a Chandler Model 5550 HPHT 
rheometer. A freshly prepared gel fluid (~52 mL) pre-
pared according to the previously mentioned procedure 
was placed in the cup and affixed to the rotor fixture 
on the rheometer. The sample was set at a constant 
shear rate of 10 s-1 on the smooth bob-sleeve (R1-B5) 
with ~500 psi of nitrogen applied pressure at a preset 
testing temperature.

Gel Strength Measurement

Gel strength required for achieving higher success 

mainly depends on the problem type, and is related 
to treatment volume6. Polymer gel strength has to be 
high enough to resist water flow7. The gel strength 
of the new developed polymer gel was evaluated by 
rheological measurements. Oscillatory gel moduli 
measurements were performed using an Anton Paar 
MCR 502® rheometer with a 4 cm diameter and 1.0 
mm gap parallel plates. Gelling solutions were prepared 
and heated at a designed temperature of 180 °F for 24 
hours to ensure formation of rigid gels. 

Formed gels were cooled to room temperature and 
kept for two months. All gel moduli measurements 
were conducted at a room temperature of ~25 °C. 
To determine the linear viscoelastic range of the new 
gel material, an oscillatory amplitude sweep test was 
first performed scanning from strain = 0.1% to 100% 
at a constant shear frequency = 1 Hz. After that, all 
the oscillatory frequency sweep tests were conducted 
in the shear frequency range ω = 0.1 to 100 rad/s at 
strain = 2%. 

The formed polymer gels are viscoelastic material. 
The storage moduli (G’) and loss moduli (G”) are pa-
rameters reflecting viscous and elastic components of 
material behavior. In this study, the value of the G’ 
was used as a quantitative indicator to compare the 
gel strength of new developed polymer gel and the 
OCP gel. A gel will be considered as “strong” with a 
G’ value more than 10 Pa8. 
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Coreflooding Test  

Figure 4 is a schematic diagram of the coreflood setup. 
The core holder is accommodated in a constant tem-
perature oven, which can hold the core at a mimicked 
reservoir temperature of 180 °F, and a confining pres-
sure of 2,500 psi. The pressure drop across the core plug 
was monitored using a set of pressure transducers. The 
fluid was delivered using a high-pressure, high volume 
Quizix pump. The pore pressure was maintained at 500 
psi using a back pressure regulator. A Berea sandstone 
core plug was used in this work having around 21% 
porosity and 1,700-mD brine permeability.

Coreflood experiments were conducted to evaluate 
the tendency and stability of chemical material to shut 
off water production in the sandstone formation. The 
coreflooding setup was modified to bypass the WSO 
chemical from the face of the core plug to ensure all 
the lines are clean during shut-in. A cylinder was in-
stalled on the downstream side of the core holder to 
accumulate particles coming out from the core plug, 
and to avoid plugging the lines. 

Coreflood test procedure: Coreflood experiments 
were performed by initial saturating of the core with 
Cla-Web — a clay stabilizer. Several pore volumes 
(PVs) were injected into the sandstone core plug. Then 
the core permeability was obtained by using Darcy’s 
law for a linear flow. Then, approximately 10 PV of 
the gelant were injected at a flow rate of 0.5 ml/min. 

Note that the test was conducted under a back pressure 
of 524 psi and temperature of 180 °F (82 °C). Finally, 
a post-flush Cla-Web was injected to determine the 

plugging efficiency of the newly developed composite 
gel at a constant rate of 1 ml/min. 

Results and Discussion
Gelation Time Study 

Formulation and screening tests of the polymer gel 
fluid were conducted by either static tube tests or rhe-
ometer tests at a wide range of temperatures to study 
the gelation behavior and performance of the system 
for WSO application. During the studies, the gel fluid 
formulation was chosen for the sandstone formation 
with bottom-hole static temperatures of 180 °F. 

Gelation Time Comparison between OCP Gel 

and New Polymer Gel (OCP Gel + Adsorption 

Component)

As the planned field trial is for sandstone, an “injec-
tivity” issue (or “compatibility” problem) associated 
with the OCP gel has been identified in the previous 
coreflood tests. We modified the gel fluid formulation 
by adding NH4Cl as a retarder to prevent early stage 
gelation or precipitation by high pH additive. After 
modification, a smart polymer gel fluid containing 
adsorption component aminosilane was prepared. 
Figure 5 is the rheometer test results. 

It was clear that the addition of 300 lb/Mgal of NH4Cl 
delayed the gelation time of the pure OCP gel from 
~2 hours to ~15 hours. Further adding of the adsorp-
tion component aminosilane shorted the gelation time 
to ~10 hours. As a bridging/adsorption component, 
aminosilane can react with the OCP base polymer via 
H-bonding and amidation reaction; therefore, it might 
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Fig. 5  The gelation time of the smart polymer gel designed for a sandstone formation at a temperature of 
180 °F.  
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function as a synergy agent for organic crosslinker to 
promote the crosslinking process, thereby accelerating 
the gelation. This gel fluid formulation shows good 
performance in the coreflooding test. Required gela-
tion time can be achieved by fine-tuning of the recipe 
such as to increase/decrease the concentration of the 
crosslinker or aminosilane, the ratio of base polymer 
over crosslinker, etc. 

To improve the injectivity of the main stage of the 
treatment, a gel fluid prepared by using synthetic field 
mixing water was tested on the viscosity and gelation 
time. Figure 6 shows the rheometer test results of a 
developed smart gel with synthetic mixing water and 
with lab DI water. It is clear that the addition of the 
field mixing water did not significantly change the 
gelation time. 

Fig. 5  The gelation time of the smart polymer gel designed for a sandstone formation at a temperature of 180 °F.

 

 

Fig. 4  A schematic of the coreflooding setup. 
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Fig. 6  Gelation time of the smart polymer gel designed for sandstone formation at a temperature of 180 °F.
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Fig. 7  Storage moduli vs. frequency for the new polymer gel and OCP gel. 
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No gelation time measurements were taken into con-
sideration for the extra pumping time that can result 
from the cooling effect around the wellbore area due 
to preflush and treatment injection. This effect should 
work as an extra safety measure for proper pumping 
operation. 

The gel strength required for achieving a higher 
success rate mainly depends on the problem type, and 
is related to treatment volume6. Generally, for a thick 
matrix having water production issues, this compares 
the results of the storage modulus for the new polymer 
gel and OCP gel prepared at 180 °F, Fig. 7. The results 
suggest that both the OCP gel and the new polymer gel 

are very strong. Consequently, the storage modulus of 
the new polymer gel is almost three times that of the 
OPC gel, indicating the gel strength increases with the 
addition of the adsorption component. Some reservoirs 
exhibit high pressure, which requires a strong gel. 

Coreflooding Test  
Initially, Cla-Web was injected at different flow rates 
of 1 ml/min, 2 ml/min, and 4 ml/min to determine 
the pressure drop for each flow rate to calculate the 
permeability of the core, Fig. 8. The average water 
permeability was determined using Darcy’s equation 
and found to be around 1,710.7 mD. 

Fig. 7  Storage moduli vs. frequency for the new polymer gel and OCP gel.

Fig. 8  Pressure drop of the Cla-Web preflush at different flow rates: 1 ml/min, 2 ml/min, 4 ml/min, 2 ml/min, and 1 ml/min.
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Fig. 9  Pressure drop of the Cla-Web preflush and the gelant fluid. 
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No gelation time measurements were taken into con-
sideration for the extra pumping time that can result 
from the cooling effect around the wellbore area due 
to preflush and treatment injection. This effect should 
work as an extra safety measure for proper pumping 
operation. 

The gel strength required for achieving a higher 
success rate mainly depends on the problem type, and 
is related to treatment volume6. Generally, for a thick 
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the results of the storage modulus for the new polymer 
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Injectivity Test  

Despite the complexity of the phenomena governing 
injectivity, some simple considerations suggest an ex-
perimental method that can be used to explain these 
phenomena. One method is to inject multiple PVs 
into the formation core at a constant flow rate. It is 
very important to measure the injectivity of gelant 
material before the field trial. Therefore, a coreflood 
test was conducted to evaluate the injectivity of this 
chemical treatment. 

Figure 9 shows the pressure drop data collected during 

this work. The pressure drop across the core kept in-
creasing during the chemical placement and flattened 
at 40 psi after 10 PVs at 180 °F (83 °C). 

Endurance Test (Long Constant Pressure 

Experiment) 

Once the curing time — 42 hours — is completed, the 
Cla-Web was injected (post-injection) to determine the 
plugging efficiency of the chemical treatment. Figure 
10 depicts the pressure drop during all stages with 
respect to time. As can be seen, there is a sharp in-
crease in injection pressure at a constant rate (1 ml/

Fig. 9  Pressure drop of the Cla-Web preflush and the gelant fluid.
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Fig. 10  Durability test to evaluate the stability of WSO material at 180 °F.
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min) with total differential pressure of approximately 
2,540 psi at the initial injectivity test after chemical 
curing. After that, the pump was switched to a constant 
pressure mode to determine how much pressure the 
gel can withstand. As can be seen the pressure held 
for almost 6 hours. 

Afterwards, the pressure was reduced to 2,060 psi to 
avoid a pressure gradient that can fracture the core. 
The measured differential pressure is equivalent to 
8,240 psi/ft holding pressure for the treated matrix 
by this WSO material. After that, an endurance test 
was started and the differential pressure was held at 
2,060 psi for 100 hours. This was followed with an 
extended period of 132 hours at a differential pres-
sure of 3,000 psid, with minimal leakoff through the 
treated core plug. 

The averaged measured leakoff rate during this period 
were 0.01 cm3/min. The equivalent drawdown pressure 
that the core was able to withstand is 12,500 psi/ft — 
3,000 psid for 2.88” core plug. After 6.25 days at 183 
°F, a second, high-pressure stability test was conducted 
to assess the holding pressure of the chemical plug. The 
pressure drop increased to 2,559 psid with no evidence 
of flow through the plug sample. In addition, a third 
test with higher pressure was conducted to evaluate 
the stability of the WSO material at 3,071 psid for 16 
hours with no sign of flow. The outcome from this 
work provided needed information showing that this 
is a complete shut-off material. 

Conclusions
A smart polymer gel system has been developed for 
sandstone WSO application. The fluid system shows 
a number of advantages, including:

• The newly developed system can chemically bond 
to carbonate/sandstone reservoir rock surfaces.

• The gelation time can be controlled by fine-tuning 
the fluid formulation, which allows a predictable 
pumping time at a temperature up to 250 °F. The 
gelation time decreases with an increase in tem-
perature and polymer concentration.

• The developed fluid is a low toxic, environmentally 
acceptable, single-phase solution, which can be 
injected easily with no modifications to the current 
pumping practices. 

• The developed gel system showed a significant 
pressure increase after the treatment with good 
durability and effective WSO during the extend-
ed coreflooding experiment with great stability at 
high temperature.
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Synthetic materials are used to cast sheet-like, porous test specimens that have strongly bonded layers 
with contrasting mechanical properties. The layered specimen is placed between two thick, trans-
parent plates, and constant anisotropic far-field stresses are applied to the specimen. Fracturing 
fluid is injected in the center of the specimen, and the induced hydraulic fracture propagation is 
captured with high-resolution digital images, and then subject to subsequent image processing. Dis-
placement of the specimen body around the growing fracture is resolved using Digital Image Cor-
relation (DIC) analyses. Discrete Fourier transform is applied to smooth displacement data. The 
smoothed displacement data is subsequently used to quantify the hydraulic fracture width in various 
spatial positions along the fracture length and to quantify strain deformations around the fracture. 

First, we show the deformation profiles around a hydraulic fracture induced in a homogeneous test 
specimen. Then, we demonstrate displacement and strain profiles around a fracture induced across 
three-layer specimens. The displacement and strain are shown to be highest at the center of the 
specimen where fluid is injected and the hydraulic fracture is initiated. The displacement and strain 
decrease gradually along the length of the fracture away from the middle of the fracture. 

For specimens that have a soft middle layer bounded by hard layers, the rate of change in displace-
ment along the fracture length becomes markedly lower in the bounding hard layers. By contrast, 
the rate of change in displacement is rather uniform across the layers for specimens that have a hard 
middle layer bounded by soft layers. In some instances, there is a clear asymmetry in measured strain 
on opposite sides of the fracture where one side of the fracture is strained and the other side has zero 
strain.

This research presents novel experimental methods that for the first time, enabled visualizing and 
quantifying the deformation of multiple material rocks as hydraulic fractures propagate through 
them. Fundamental insights are presented on how individual layers in the layered test specimens with 
contrasting mechanical properties deform for the different combinations of layer properties.
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Abstract  /

Introduction
In AlTammar et al. (2019)1, we developed a fracture cell and experimental methods to investigate hydraulic 
fracture propagation across multiple materials with contrasting mechanical properties. A series of hydraulic 
fracturing experiments were performed in porous, layered test specimens. 

Figure 1 shows a schematic of the fracture cell used to perform the experiments. The test specimen is a thin 
sheet of cast materials placed between two transparent plates. The test specimens are made of mixtures of 
plaster, talc, and hydrostone in varying proportions to control the strength of the material. The mechanical 
properties for a wide range of mixtures were measured to establish a specified contrast in Young’s modulus 
(E ) and fracture toughness (K1C), when preparing the layered test specimens. The specimen is 6” × 6” and 
the monitored field of view during the tests is about 4” × 2”. A random speckle pattern was painted on the 
specimen using white and black spray paint. A far-field stress is applied on two parallel sides of the specimen 
in the x-direction, Fig. 1c, and glycerin is injected at the center of the specimen to induce a fracture. 

The fracturing process is recorded using a high-resolution digital camera at 30 frames per second. At the end, 
key frames of the fracture propagation were obtained from the recorded video and the frames were analyzed 
using a digital image correlation (DIC) software to resolve full-field displacement and strain as the fracture 
grows through the specimen. Figure 1d shows a cast three-layer specimen made in the laboratory. Details of 
the experimental methods are given in AlTammar et al. (2019)1. 

In this study, we performed further analysis on data sets generated from Tests 1 through 3 that were report-
ed1. In these tests, we previously utilized displacement and strain data resolved by DIC analysis as a method to 
track fracture propagation through the test specimen. Specifically, we used the measured normal strain yy in 
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sheet of cast materials placed between two transparent plates. The test specimens are made of mixtures of 
plaster, talc, and hydrostone in varying proportions to control the strength of the material. The mechanical 
properties for a wide range of mixtures were measured to establish a specified contrast in Young’s modulus 
(E ) and fracture toughness (K1C), when preparing the layered test specimens. The specimen is 6” × 6” and 
the monitored field of view during the tests is about 4” × 2”. A random speckle pattern was painted on the 
specimen using white and black spray paint. A far-field stress is applied on two parallel sides of the specimen 
in the x-direction, Fig. 1c, and glycerin is injected at the center of the specimen to induce a fracture. 

The fracturing process is recorded using a high-resolution digital camera at 30 frames per second. At the end, 
key frames of the fracture propagation were obtained from the recorded video and the frames were analyzed 
using a digital image correlation (DIC) software to resolve full-field displacement and strain as the fracture 
grows through the specimen. Figure 1d shows a cast three-layer specimen made in the laboratory. Details of 
the experimental methods are given in AlTammar et al. (2019)1. 

In this study, we performed further analysis on data sets generated from Tests 1 through 3 that were report-
ed1. In these tests, we previously utilized displacement and strain data resolved by DIC analysis as a method to 
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the y-direction to track fracture propagation since the 
fracture opening is mainly in the y-direction. Figures 2a 
and 2b shows an example of  the displacement and strain 
fields around a propagating hydraulic fracture. When 
performing DIC analysis of  such fracture propagation 
experiments, the fracture opening is highlighted as a 
local, tensile yy because the two faces of  the fracture 
are separating. In reality, the matrix of  the specimen 
is straining around the propagating fracture. This dis-
crepancy between the resolved yy and the actual strain 
is because the separation between the fracture faces is 
much larger than the strain deformation within the 
matrix of  the specimen around the fracture.

Rather than using the yy field resolved by DIC analysis, 
this study estimates the yy directly from the displace-
ment data. This is accomplished by first smoothing the 
displacement data using discrete Fourier transform with 
a low pass filter, then estimating the yy from the slope 
of  the smoothed displacement data. 

The objective of this article is to investigate the de-
formation characteristics of homogeneous and multiple 
material test specimens around a growing hydraulic 
fracture.

Results
Test 1: Homogeneous Specimen

Figure 3 shows the displacement field in the y-direction 
around a growing hydraulic fracture in a homogeneous 
specimen as resolved by DIC analysis in Test 1. The 
specimen material has a measured E of 165,000 psi 
(165 ksi) and a K1C of 151 psi-in0.5. The displacement 

profiles of the vertical and horizontal cross-sections 
marked on Fig. 3 are plotted in Figs. 4 through 8. In 
these figures, the raw displacement data are shown by 
the thin blue curves and the smoothed displacement 
data are shown by the thick orange curves. 

Looking at the vertical cross-sections that are per-
pendicular to the fracture trajectory, we see that the 
fracture opening (fracture width) increases from 0.022 
mm at cross-section A to 0.046 mm in cross-section 
C, and down to 0.021 mm in cross-section E, Figs. 4 
to 6. The rate of change of the y-displacement along 
the y-coordinate provides an estimate for the yy in 
the y-direction, shown in by the slopes of the black 
line segments superimposed on the smoothed displace-
ment data.

For example, in cross-section A, in Fig. 4, the upper 
part of the specimen above the fracture has an yy of 
–0.036% and the lower part below the fracture has an 
yy of –0.023%. The negative signs indicate that the 
propagating fracture induces a compressional yy in 
the body of the specimen as expected. Larger yy are 
observed at the center of the fracture in cross-section 
C in Fig. 5, where the upper part of the specimen has 
an yy of –0.048% and the lower part of the specimen 
has an yy of –0.064%. Similar to cross-section A, the 
upper part of the specimen has an yy of –0.027% and 
the lower part below the fracture has an yy of –0.02% 
in cross-section E in Fig. 6. 

For the horizontal cross-sections that are parallel 
to the fracture trajectory, the slopes of the black line 

 
 
 
 

              
 

 

    
 
Fig. 1  A schematic of a fracture cell (a) and (b), specimen configuration (c), and a photograph of a cast three-layer 
specimen (d) used in this study. 
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Fig. 1   A schematic of a fracture cell (a) and (b), specimen configuration (c), and a photograph of a cast three-layer specimen (d) used in this study.
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segments give the rate of change of the y-displacement 
along the x-coordinate, Figs. 7 and 8. In cross-section 
F in Fig. 7, the y-displacement decreases at a rate of 
–0.037% in the upper left part of the specimen, whereas 
the y-displacement increases at a rate of 0.052% in 

the upper right part of the specimen. Similarly, in 
cross-section G in Fig. 8, the y-displacement increases 
at a rate of 0.051% in the lower left part of the speci-
men, whereas the y-displacement decreases at a rate 
of –0.045% in the lower right part of the specimen.

Fig. 2  An example of a displacement field in the y-direction (a), and its corresponding normal strain field in the y-direction (b) around a growing  
           hydraulic fracture as resolved by DIC analysis.

 
 
Fig. 2  An example of a displacement field in the y-direction (a), and its corresponding normal strain field in the y-
direction (b) around a growing hydraulic fracture as resolved by DIC analysis. 
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Fig. 2  An example of a displacement field in the y-direction (a), and its corresponding normal strain field in the y-
direction (b) around a growing hydraulic fracture as resolved by DIC analysis. 
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Fig. 3  The displacement field in the y-direction around a growing hydraulic fracture in a homogeneous specimen as resolved by DIC analysis in Test 1.
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Fig. 4  The y-displacement along cross-section A in Test 1. 
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Fig. 5  The y-displacement along cross-section C in Test 1. 
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Fig. 7  The y-displacement along cross-section F in Test 1. 
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Fig. 6  The y-displacement along cross-section E in Test 1.
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Test 2: Hard Layer Bounded by Soft Layers

Figure 9 shows the displacement field in the y-direction 
around a growing hydraulic fracture in a three-layer 
specimen as resolved by DIC analysis in Test 2. The 
specimen has a hard middle layer bounded by soft 
outer layers. The middle layer has an E of 84 ksi and 
a K1C of 103 psi-in0.5 while the outer layers have an E 
of 39 ksi and a K1C of 68 psi-in0.5. The displacement 
profiles of the vertical and horizontal cross-sections 
marked on Fig. 9 are plotted in Figs. 10 through 16. 

From the vertical cross-sections that are perpendic-
ular to the fracture trajectory, the fracture opening is 
0.024 mm at cross-section A to the left of the left layer 
interface, 0.035 mm in cross-section B to the right of 
the left layer interface, 0.06 mm in cross-section C at 
the center, 0.035 mm in cross-section D to the left of 
the right layer interface, and 0.023 mm to the right 
of the right layer interface, Figs. 10 to 14. 

In cross-sections A and B, the upper part of the 
specimen above the fracture has an yy of –0.015% 
and –0.019%, respectively. The lower part below the 
fracture has an yy of approximately zero for both 
cross-sections, Figs. 10 and 11. Larger yy are observed 
at the center of the fracture in cross-section C in Fig. 
12, where the upper and lower parts of the specimen 
have an yy of approximately –0.06%. The yy in 
cross-sections D and E in Figs. 13 and 14 are similar 
to the yy in cross-sections A and B. For the horizontal 
cross-sections that are parallel to the fracture trajecto-
ry, the rate of change of the y-displacement along the 
x-coordinate is shown in Figs. 15 and 16. 

In cross-section F in Fig. 15, the y-displacement de-
creases at a rate of -0.049% in the upper left part of 
the specimen, whereas the y-displacement increases 
at a rate of 0.053% in the upper right part of the 
specimen. Similarly, in cross-section G in Fig. 16, the 

Fig. 7  The y-displacement along cross-section F in Test 1.

Fig. 8  The y-displacement along cross-section G in Test 1.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8  The y-displacement along cross-section G in Test 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11  The y-displacement along cross-section B in Test 2. 
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Fig. 5  The y-displacement along cross-section C in Test 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7  The y-displacement along cross-section F in Test 1. 
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Test 2: Hard Layer Bounded by Soft Layers

Figure 9 shows the displacement field in the y-direction 
around a growing hydraulic fracture in a three-layer 
specimen as resolved by DIC analysis in Test 2. The 
specimen has a hard middle layer bounded by soft 
outer layers. The middle layer has an E of 84 ksi and 
a K1C of 103 psi-in0.5 while the outer layers have an E 
of 39 ksi and a K1C of 68 psi-in0.5. The displacement 
profiles of the vertical and horizontal cross-sections 
marked on Fig. 9 are plotted in Figs. 10 through 16. 

From the vertical cross-sections that are perpendic-
ular to the fracture trajectory, the fracture opening is 
0.024 mm at cross-section A to the left of the left layer 
interface, 0.035 mm in cross-section B to the right of 
the left layer interface, 0.06 mm in cross-section C at 
the center, 0.035 mm in cross-section D to the left of 
the right layer interface, and 0.023 mm to the right 
of the right layer interface, Figs. 10 to 14. 

In cross-sections A and B, the upper part of the 
specimen above the fracture has an yy of –0.015% 
and –0.019%, respectively. The lower part below the 
fracture has an yy of approximately zero for both 
cross-sections, Figs. 10 and 11. Larger yy are observed 
at the center of the fracture in cross-section C in Fig. 
12, where the upper and lower parts of the specimen 
have an yy of approximately –0.06%. The yy in 
cross-sections D and E in Figs. 13 and 14 are similar 
to the yy in cross-sections A and B. For the horizontal 
cross-sections that are parallel to the fracture trajecto-
ry, the rate of change of the y-displacement along the 
x-coordinate is shown in Figs. 15 and 16. 

In cross-section F in Fig. 15, the y-displacement de-
creases at a rate of -0.049% in the upper left part of 
the specimen, whereas the y-displacement increases 
at a rate of 0.053% in the upper right part of the 
specimen. Similarly, in cross-section G in Fig. 16, the 

Fig. 7  The y-displacement along cross-section F in Test 1.

Fig. 8  The y-displacement along cross-section G in Test 1.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8  The y-displacement along cross-section G in Test 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11  The y-displacement along cross-section B in Test 2. 
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Fig. 5  The y-displacement along cross-section C in Test 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7  The y-displacement along cross-section F in Test 1. 
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Fig. 9  Displacement field in the y-direction around a growing hydraulic fracture in a three-layer specimen in Test 2. 

Fig. 10  The y-displacement along cross-section A in Test 2.
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Fig. 11  The y-displacement along cross-section B in Test 2.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8  The y-displacement along cross-section G in Test 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11  The y-displacement along cross-section B in Test 2. 
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Fig. 12  The y-displacement along cross-section C in Test 2.
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Fig. 13  The y-displacement along cross-section D in Test 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13  The y-displacement along cross-section D in Test 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15  The y-displacement along cross-section F in Test 2. 
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Fig. 14  The y-displacement along cross-section E in Test 2.
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Fig. 12  The y-displacement along cross-section C in Test 2.
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Fig. 15  The y-displacement along cross-section F in Test 2. 
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y-displacement increases at a rate of 0.059% in the 
lower left part of the specimen, whereas the y-displace-
ment decreases at a rate of –0.054% in the lower right 
part of the specimen. Note that the rate of change of 
the y-displacement along the x-coordinate does not 
change across the layer interfaces for both the F and 
G cross-sections.

Test 3: Soft Layer Bounded by Hard Layers

Figure 17 shows the displacement field in the y-direction 
around a growing hydraulic fracture in a three-layer 
specimen as resolved by DIC analysis in Test 3. The 
specimen has a soft middle layer bounded by hard 
outer layers. The middle layer has an E of 84 ksi and 
a K1C of 103 psi-in0.5 — same middle layer as in Test 
2 — but the outer layers have an E of 396 ksi and a 
K1C of 233 psi-in0.5. The displacement profiles of the 
vertical and horizontal cross-sections marked in Fig. 
17 are plotted in Figs. 18 through 24. 

From the vertical cross-sections that are perpendic-
ular to the fracture trajectory, the fracture opening is 
0.026 mm at cross-section A to the left of the left layer 
interface, 0.034 mm in cross-section B to the right of 
the left layer interface, 0.077 mm in cross-section C 
at the center, 0.05 mm in cross-section D to the left of 
the right layer interface, and 0.033 mm to the right of 
the right layer interface, Figs. 18 to 22. 

In cross-sections A and B, the upper part of the spec-
imen above the fracture has an yy of approximately 
–0.035% while the lower part below the fracture has an 
yy of approximately zero, Figs. 18 and 19. Larger yy are 
observed at the center of the fracture in cross-section 
C in Fig. 20, where the upper part of the specimen has 
an yy of –0.095% and the lower part of the specimen 
has an yy of –0.055%. In cross-sections D and E, the 
upper part of the specimen has an yy of –0.057% and 
–0.038%, respectively, and the lower part below the 

Fig. 15  The y-displacement along cross-section F in Test 2.

Fig. 16  The y-displacement along cross-section G in Test 2.
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Fig. 15  The y-displacement along cross-section F in Test 2. 
 
 

10 20 30 35 40 50 45 25 15 5 
y-Position (mm) 

y-
Di

sp
la

ce
m

en
t (

m
m

) 

0.05 

0.04 

0.03 

0.02 

0.01 

0 

-0.01 

-0.02 

0 
-0.03 

Wfrac = 0.035 mm 

Eyy = –0.019% 
Eyy = 0 

Le
ft 

In
te

rfa
ce

 

Ri
gh

t 
In

te
rfa

ce
 

10 30 50 60 70 90 80 40 20 
y-Position (mm) 

0.03 

0.02 

0.01 

0 

-0.01 

-0.02 

y-
Di

sp
la

ce
m

en
t (

m
m

) 

0 
-0.03 

m = –0.049% 
m = 0.053% 

99771araD10R1.indd   7499771araD10R1.indd   74 8/10/20   8:55 PM8/10/20   8:55 PM



75 The Aramco Journal of TechnologyFall 2020

fracture has an yy of –0.032% and zero, respective-
ly, Figs. 21 and 22. For the horizontal cross-sections 
that are parallel to the fracture trajectory, the rate of 
change of the y-displacement along the x-coordinate 
is shown in Figs. 23 and 24. 

In the upper left part of the specimen, the y-dis-
placement decreases at a rate of –0.044% in the left 
hard layer and decreases at a higher rate of –0.08% in 
the middle soft layer — left segment of cross-section 
F in Fig. 23. In the upper right part of the specimen, 
the y-displacement increases at a rate of 0.092% in 
the middle soft layer and increases at a lower rate of 
0.056% in the right hard layer — right segment of 
cross-section F in Fig. 23. Similarly, in the lower left 
part of the specimen, the y-displacement increases at 
a rate of 0.039% in the left hard layer and increases at 
a higher rate of 0.077% in the middle soft layer — left 
segment of cross-section G in Fig. 24. 

In the lower right part of the specimen, the y-dis-
placement decreases at a rate of –0.092% in the middle 
soft layer and decreases at a lower rate of –0.065% in 
the right hard layer — right segment of cross-section 
G in Fig. 24. Note that the rate of change of the y-dis-
placement along the x-coordinate changes noticeably 
across the layer interfaces for both cross-sections F and 
G in this particular test. 

Conclusions
This study presents unique insights into the deformation 
of multilayer rock specimens in hydraulic fracturing 
laboratory experiments. Such detailed investigation was 
made possible through utilizing: (1) cast, synthetic test 
specimens with controlled layer properties and layer 
configurations, (2) sheet-like, 2D test specimens, and 
(3) DIC and discrete Fourier transform.  

The deformation characteristics of a homogeneous 

Fig. 17  The displacement field in the y-direction around a growing hydraulic fracture in a three-layer specimen in Test 3.

Fig. 18  The y-displacement along cross-section A in Test 3. 
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fracture has an yy of –0.032% and zero, respective-
ly, Figs. 21 and 22. For the horizontal cross-sections 
that are parallel to the fracture trajectory, the rate of 
change of the y-displacement along the x-coordinate 
is shown in Figs. 23 and 24. 

In the upper left part of the specimen, the y-dis-
placement decreases at a rate of –0.044% in the left 
hard layer and decreases at a higher rate of –0.08% in 
the middle soft layer — left segment of cross-section 
F in Fig. 23. In the upper right part of the specimen, 
the y-displacement increases at a rate of 0.092% in 
the middle soft layer and increases at a lower rate of 
0.056% in the right hard layer — right segment of 
cross-section F in Fig. 23. Similarly, in the lower left 
part of the specimen, the y-displacement increases at 
a rate of 0.039% in the left hard layer and increases at 
a higher rate of 0.077% in the middle soft layer — left 
segment of cross-section G in Fig. 24. 

In the lower right part of the specimen, the y-dis-
placement decreases at a rate of –0.092% in the middle 
soft layer and decreases at a lower rate of –0.065% in 
the right hard layer — right segment of cross-section 
G in Fig. 24. Note that the rate of change of the y-dis-
placement along the x-coordinate changes noticeably 
across the layer interfaces for both cross-sections F and 
G in this particular test. 

Conclusions
This study presents unique insights into the deformation 
of multilayer rock specimens in hydraulic fracturing 
laboratory experiments. Such detailed investigation was 
made possible through utilizing: (1) cast, synthetic test 
specimens with controlled layer properties and layer 
configurations, (2) sheet-like, 2D test specimens, and 
(3) DIC and discrete Fourier transform.  

The deformation characteristics of a homogeneous 

Fig. 17  The displacement field in the y-direction around a growing hydraulic fracture in a three-layer specimen in Test 3.

Fig. 18  The y-displacement along cross-section A in Test 3. 
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Fig. 19  The y-displacement along cross-section B in Test 3.

Fig. 20  The y-displacement along cross-section C in Test 3. 
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Fig. 19  The y-displacement along cross-section B in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 21  The y-displacement along cross-section D in Test 3. 
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Fig. 21  The y-displacement along cross-section D in Test 3.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 19  The y-displacement along cross-section B in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 21  The y-displacement along cross-section D in Test 3. 
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Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 23  The y-displacement along cross-section F in Test 3. 
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Fig. 23  The y-displacement along cross-section F in Test 3.

Fig. 24  The y-displacement along cross-section G in Test 3.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 24  The y-displacement along cross-section G in Test 3. 
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Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 23  The y-displacement along cross-section F in Test 3. 
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Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 23  The y-displacement along cross-section F in Test 3. 
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Fig. 23  The y-displacement along cross-section F in Test 3.

Fig. 24  The y-displacement along cross-section G in Test 3.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 24  The y-displacement along cross-section G in Test 3. 
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Fig. 22  The y-displacement along cross-section E in Test 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 23  The y-displacement along cross-section F in Test 3. 
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test specimen are demonstrated and compared with 
the deformation characteristics for two types of me-
chanically layered specimens: (1) one specimen has a 
hard middle layer that is bonded to soft outer layers, 
and (2) the other specimen has a soft middle layer that 
is bonded to hard outer layers. 

Using well-controlled laboratory experiments, this 
article focused on the observed displacement pro-
files and yy magnitudes when a hydraulic fracture 
propagates through porous test specimens that are 
mechanically homogeneous as well as test specimens 
that have contrasting mechanical properties.
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5,000 words. Articles in excess will be shortened.
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Main body
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To read these articles and others, go to www.saudiaramco.com/jot 

There is more.

Applications of Computational Geometry for Automatic Transformation to Unstructured 
Reservoir Gridding
Firas H. Melaih, Dr. Ali A. Al-Turki, Razen M. Al-Harbi, and Majdi A. Baddourah

Abstract  / Reservoir simulation is becoming a standard practice for oil and gas companies, helping with decision making, reducing 
reservoir characterization uncertainties, and better managing hydrocarbon resources. The reservoir model sizes can 
reach multibillion grid cells, which led Saudi Aramco to develop an in-house massively parallel reservoir simulator, as 
well as a pre- and post-reservoir simulation environment1. Compared to structured grid modeling, unstructured grid 
modeling and billon cell pre- and post-simulation processing of reservoir simulation provides engineers with advanced 
modeling capabilities to represent complex well geometries and near wellbore modeling. Mapping between structured 
and unstructured (2.5D) domains is not a straightforward task. The indexing in unstructured grids makes creating 
property modifiers, conducting near wellbore modeling, and local grid refinement difficult.

A Novel Polymer to Create a New Approach of Hole Cleaning
Meshari M. Alshalan, Dr. Abeer M. Al-Olayan, Mohammed M. Al-Rubaii, and Timothy E. Moellendick

Abstract  / A new type of drilling fluid, based on a crosslinker, was developed using polymer chemistry to create a superior hole 
cleaning product that moves drill cuttings, metal, shavings, and other debris out of the wellbore. In addition, the 
new polymer is capable of transporting cuttings when drilling metallic junk or partial loss of the formation. The gel 
is generated by adding a crosslinker (borax) to the drilling fluid, and then spotting the second component (polyvinyl 
alcohol (PVA)) diluted with water at designed percentages. The gel is spotted in the wellbore and then washed out. 

Systems and Procedure for Obtaining Relative Permeability Ratio from Data Acquired  
during Drilling Operation
Babatope O. Kayode and Dr. Bander N. Al-Ghamdi

Abstract  / Relative permeability (kr ) is a concept introduced into Darcy’s flow equation to account for multiphase flow. kr  is measured 
through steady-state or unsteady-state laboratory experiments, each with its peculiar advantages and disadvantages. 
This article discusses the basis for a new, faster, more reliable, and cost-effective methodology for acquiring relative 
permeability ratio (kr r ) data while drilling, and presents the modifications required to current flow equations to replace 
the use of kr  with the use of kr r .
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