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A low frequency, i.e., KHz, resistivity-based method for water saturation (Sw) evaluation is the desired 
method in the industry due to its deep depth of investigation (DOI) — up to 8 ft. The method becomes 
unreliable if the formation water is fresh or has mixed salinity (SALw). Dielectric permittivity and con-
ductivity dispersion have been used to estimate the Sw and SALw. The current dielectric dispersion tools, 
however, have a shallow DOI due to their high measurement frequency up to GHz, which most likely 
confines the measurements within the near wellbore mud filtrate invaded zones. It is desirable to evalu-
ate the possibility of developing a deeper dielectric permittivity-based Sw measurement for various pet-
rophysical applications.

In this study, effective medium model simulations were conducted to study different electromagnetic 
(EM) induced polarization effects and their relationships to rock petrophysical properties. Special atten-
tion is placed on the complex conductivity at 2 MHz due to the availability of current logging tools. It is 
known that the complex dielectric saturation interpretation at the MHz range is quite difficult from 
physics principles, especially when only a single frequency signal is used. Therefore, our study is focused 
on selected key parameters: water filled porosity (ϕw), SALw and grain shape, and their effects on the 
modeled formation conductivity and permittivity. 

To simulate field logs, some of the petrophysical parameters previously mentioned are generated ran-
domly within predefined expected ranges. Formation conductivity and permittivity are then calculated 
using our petrophysical model. The calculated data are mixed with random noises of 10% to make them 
more realistic — like downhole logs. The synthetic conductivity and permittivity logs are used as inputs 
in a neural network application to explore possible correlations with ϕw. It was found that while the con-
ductivity and permittivity logs are generated from randomly selected petrophysical parameters, they are 
highly correlated with ϕw. If new conductivity and permittivity logs are generated with different petro-
physical parameters, the correlations defined before can be used to predict ϕw in the new data sets. 

We also found that for freshwater environments, the conductivity has much lower correlation with ϕw 
than the one derived from the permittivity. The correlations are always improved when both conductiv-
ity and permittivity were used. This exercise serves as a proof of concept, which opens an opportunity 
for field data applications. 

Field logs confirm the findings in the model simulations. Two propagation resistivity logs measured at 
2 MHz are processed to calculate formation conductivity and permittivity. Using independently estimat-
ed ϕw, a model was trained using a neural network for one of the logs. Excellent correlation between 
formation conductivity, permittivity, and ϕw is observed for the trained model. This neural network 
generated model can be used to predict water content from other logs collected from different wells with 
a coefficient of correlation (R) up to 96%.

Best practices are provided on the performance of using conductivity and permittivity to predict ϕw. 
These include how to effectively train the neural network correlation models, and general applications 
of the trained model for logs from different fields. With the established methodology, deep dielectric-based 
Sw in freshwater and mixed SALw environments is obtained for enhanced formation evaluation, well 
placement, and saturation monitoring.
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Abstract  /

Introduction
A resistivity log was the first downhole log ever run almost 100 years ago — in 1927 — for resources evaluation. 
This is still the most popular and widely used measurement in formation evaluation, well placement, and reservoir 
saturation monitoring. To interpret resistivity logs for reservoir saturation requires detailed knowledge of forma-
tion water salinity (SALw) as well as rock electric properties. The latter is normally measured from core samples. 
The former, however, could be hard to know if we have a mixed SALw, a common scenario after water injection 
in developed reservoirs. In addition, a fundamental assumption for the underling resistivity method is based on 
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large resistivity contrast between oil and water. For a 
freshwater environment, the resistivity difference be-
tween oil and water is greatly decreased, leading to an 
industrywide petrophysical challenge of freshwater en-
vironment petrophysics.    

Another important rock electric property is permit-
tivity, which can be estimated from induction data1, 2. 
In an effort to incorporate permittivity into petrophys-
ical interpretations, an approach that specially targets 
resistivity and permittivity dispersion properties was 
proposed in the high frequency range from 10 MHz to 
GHz3-6. Commercial logging devices based on this ap-
proach have been built and successfully used in freshwater 
environments7. A major limitation for such applications, 
due to very high frequencies, is their shallow depth of 
investigation (DOI), only a few inches from the wellbore 
into the formation. 

Current electromagnetic (EM) tools are operating at 
vastly different frequencies. Induction-type resistivity 
measurements operate in the KHz range to hundreds 
of KHz and propagation-type resistivity measurements 
operate from hundreds of KHz to MHz. Both have much 
deeper DOI than the GHz dielectric tools. It is therefore 
desirable to evaluate a possibility of developing a deep 
dielectric permittivity-based method for petrophysical 
applications.  

Recently, broadband petrophysical models have been 
developed for clean reservoirs8 as well as shaly sand 
reservoirs6. These models allow comprehensive stud-
ies of relationships between formation permittivity and 
conductivity with a number of petrophysical parame-
ters, such as water-filled porosity (ϕw), SALw, and grain 
shape. Based on extensive simulation results, substantial 
knowledge regarding sensitivity and inner dependence 
of the permittivity on ϕw, SALw, and grain geometry 
are achieved. Special attention is placed on the model 
simulations at 2 MHz due to the availability of current 
logging tools. The main focus of the simulations at 2 MHz 
is beyond understanding the inner dependence of the 
permittivity on other parameters, to generate field-like 
logs, so that a new method can be developed to explore 
possible solutions of using the permittivity to derive 
reservoir saturation. 

The neural network is selected to explore a possibility 
of using the permittivity to predict ϕw. The initial results, 

after extensive model calculations on different synthetic 
logs, are very promising. It seems that a strong correlation 
between permittivity and ϕw makes it possible to estimate 
water saturation (Sw) using the measured permittivity 
data. Testing field logs from two different wells further 
confirm this discovery.  

Model Simulations
The broadband EM model that accounts for two key 
polarization mechanisms present in oil field formations: 
The polarization on the interfaces between the conduc-
tive fluid and nonconductive mineral grains, and the 
polarization of the electrical double layer present on 
charged grains. As detailed by Seleznev et al. (2017)8, the 
model is represented as a collection of spherical inclu-
sions possessing surface charges and spheroidal inclusion 
without surface charges dispersed in a conductive brine 
phase, Fig. 1. In addition, the model assumes that the 
rock is completely water filled, Sw = 1; therefore, ϕw is 
formation porosity, ϕ.

The model presented in Fig. 1 is most applicable to 
formations containing grains with a moderate amount of 
surface charges, e.g., quartz and kaolinite. Quartz grains 
often have a near-spherical shape and can be reason-
ably approximated by charged spheres. Variations in the 
rock tortuosity, or cementation exponent (m), is modeled 
via the addition of noncharged ellipsoidal inclusions8. 
The model can be used to calculate rock permittivity 
and conductivity from pre-defined ϕw, SALw, m, and 
temperature (T ).

Dispersion Responses 
The calculation was first focused on the dispersion effects 
of permittivity with SALw, ϕw, m, and grain size. Table 
1 lists the parameter values used for the calculations. 
The frequency used to compute dispersion responses is 
from 102 Hz to 109 Hz. Figure 2 shows the permittivity 
variations for different SALw levels. Each curve represents 
one SALw. The values of the remaining parameters are 
listed on top of the figure, where a is the grain size. 
Strong dispersions are observed for frequencies below 
105 Hz. Lower SALw gives stronger dispersions than the 
higher SALw. At frequencies above 1 MHz, the disper-
sions are greatly reduced, but still clearly visible. Based 
on these results, it is apparent that permittivity has a 
strong dependence on SALw below 104 Hz, especially 
as freshwater can substantially impact the dispersion 
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Fig. 1  Graphical representation of the wideband model.
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characteristic of permittivity. 
The dispersion effect due to ϕw is depicted in Fig. 3. 

Strong dispersions are observed for frequencies less than 
104 Hz. In addition, the dispersion curves are clearly 
separated for each ϕw for the entire frequency range, 
meaning that permittivity has excellent sensitivity for 
the ϕw. 

Figure 4 shows the dispersions for different rock pore 
geometries, represented by m. Once again, strong dis-
persions are observed for frequencies less than 104 Hz. 
At lower frequencies, larger permittivity values are ob-
served for smaller m. At frequencies above 104 Hz, the 
dependencies are reversed. It seems that the permit-
tivity is more sensitive to m at high frequencies. The 
last dispersion plot is related with grain sizes, Fig. 5. 
Although strong dispersions are shown below 104 Hz, 

the permittivity has no sensitivity to the grain size for 
frequencies above 104 Hz.  

Permittivity Responses at 2 MHz 

From the dispersion studies (Figs. 2 to 5), it can be ob-
served that at frequencies above the MHz range, the 
permittivity has greatly reduced dispersion and relative-
ly weak dependence on all modeled parameters except 
ϕw. Consequently, more studies of extracting Sw from 
permittivity were carried out at the single frequency of 
2 MHz, a frequency used in all logging while drilling 
resistivity tools.

Figure 6 shows permittivity variations as a function 
of ϕw for five salinities, at two temperatures, 100 °F and 
400 °F. Ideally, we would like to see strong correlations 
between permittivity and ϕw, so that Sw can be derived. 

Salinity (SALw) (ppk) Water-Filled Porosity 
(ϕw)

Cementation Exponent 
(m)

Radius of Charged 
Spheres (a) (um)

1, 5, 10, 60, 100 0.1, 0.2, 0.3, 0.4, 0.5 1.5, 1.6, 1.7, 1.8, 2.1 1, 5, 10, 50, 100

Table 1  The parameters used for sensitivity studies of permittivity dispersion.

Fig. 2  The effect of different SALw levels on the permittivity dispersion.

Fig. 3  The effect of ϕw on the permittivity dispersion.

Fig. 4  The effect of m on the permittivity dispersion.

Fig. 5  The effect of grain size on the permittivity dispersion.
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At the high temperature, 400 °F, a very well confined 
relationship is observed regardless of the SALw values. 
At the low temperature, 100 °F, the correlation is not 
confined. Different SALw value causes noticeable devi-
ations on the curves. In addition, the curves at 100 °F 
are very different from the ones at 400 °F, indicating 
that it is not possible to predict ϕw only from measured 
permittivity without a prior knowledge of SALw and T. 

Figure 7 shows similar plots but with different m values. 
It is even more obvious in this case that the correlations 
between permittivity and ϕw are more complicated with 
variable m. Figure 8 shows impacts from grain size. 
Clearly, the relationship between permittivity and ϕw 
does not depend on grain size, although it is still affected 
by temperature. 

Predicting Water Filled Porosity 
The simulation results of Figs. 6 to 8 clearly show that 
permittivity at 2 MHz has a strong sensitivity to ϕw. The 
inter-correlations between them may provide a possibil-
ity of estimating ϕw from measured permittivity. SALw, 
m, and T have huge influences on the correlations, so 
that a normal regression method cannot be applied to 
estimate ϕw unless we have prior knowledge of those 
reservoir parameters. While m can normally be obtained 
through laboratory measurements on core samples, res-
ervoir temperature can also be measured on-site. It is 
very difficult to obtain formation SALw

9, especially if a 
reservoir is under waterflooding. 

This challenge may open an opportunity of using a 
machine learning method. In particular, using a neural 
network to explore the correlations between permittivity 
and ϕw under mixed SALw conditions, and with differ-
ent reservoir rock cementation exponents and reservoir 
temperatures. 

Neural Networks
Artificial neural networks, or simply neural networks, are 
a common technique among the machine learning tools 
to solve and analyze complex problems — classification 
and regression. The concept of a neural network, which 
has found useful applications in function regression, is 
an adaptation of interconnection of brain neurons to 
machine, for the nonlinear mapping of input to output10. 
The neural network architecture, consisting of an input 
layer, hidden layer, activation function and output layer, 
controls how the nonlinear mapping of input to output 
works. The nonlinear mapping of the predictors and 
target is established by training the neural network. This 
step is considered an optimization problem with an ob-
jective function defined by the standard least-squares 
method. The optimum neural network parameters to 
realize the best performance are evaluated with two 
statistic parameters: the coefficient of correlation (R), 
and mean square error (MSE):

	 1

	 2

The regression values, R, measure the correlation be-
tween model outputs, Xp, and targets, Xm. A regression 

value of 1 means a perfect correlation, and 0 is a random 
relationship. The MSE is the average squared difference 
between the outputs and targets. Lower values are better. 
Zero means perfect predictions, no errors.

Generating Synthetic Logs 

The purpose of generating synthetic logs is to explore 
a possibility of using measured permittivity to estimate 
ϕw. Based on the simulation results, for a clean reservoir, 
formation conductivity and permittivity depend on ϕw, 
SALw, m, grain size, and T. At 2 MHz, permittivity is 
not sensitive to grain size, so for all synthetic logs, the 
grain size is fixed at 10 micrometers. The synthetic logs 
are generated within a depth range of 1,000 ft to 2,000 

Fig. 6  The effect of SALw on the relationships between ϕw and permittivity, where  
T = 100 °F (left panel) and 400 °F (right panel).

Fig. 7  The effect of m on relationships between ϕw and permittivity, where  
T = 100 °F (left panel) and 400 °F (right panel).

Fig. 8  The effect of grain size on relationships between ϕw and permittivity, where 
T = 100 °F (left panel) and 400 °F (right panel).
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Fig. 6  The effect of SALw on the relationships between ϕw and permittivity, where T = 100 °F (left panel) 
and 400 °F (right panel).    
 
 
 

  
 
Fig. 7  The effect of m on relationships between ϕw and permittivity, where T = 100 °F (left panel) and 400 
°F (right panel). 
 
 
 

 
 
Fig. 8  The effect of grain size on relationships between ϕw and permittivity, where T = 100 °F (left panel) 
and 400 °F (right panel). 
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Fig. 7  The effect of m on relationships between ϕw and permittivity, where T = 100 °F (left panel) and 400 
°F (right panel). 
 
 
 

 
 
Fig. 8  The effect of grain size on relationships between ϕw and permittivity, where T = 100 °F (left panel) 
and 400 °F (right panel). 
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Fig. 7  The effect of m on relationships between ϕw and permittivity, where T = 100 °F (left panel) and 400 
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Fig. 8  The effect of grain size on relationships between ϕw and permittivity, where T = 100 °F (left panel) 
and 400 °F (right panel). 
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ft, with a 0.5 ft sampling rate. To closely represent field 
logs, both ϕw and SALw are generated using a random 
number generator within predetermined numerical 
ranges. The m and T, on the other hand, are fixed at a 
few predefined values. 

Table 2 shows the details of the parameters used to 
calculate the synthetic formation conductivity and per-
mittivity logs.

An example of the synthetic logs is represented in Fig. 
9. Track 1 is ϕw, randomly generated within a range of 
0.1 to 0.9. Track 2 is SALw, randomly generated within 
1 part per thousand (ppk) to 150 ppk. Tracks 3 and 4 are 
the calculated formation conductivity and permittivity 
for m = 2 and T = 100 °F, respectively. Then, the cal-
culated conductivity and permittivity are added with 
10% random noises. 

Figure 10 shows the final logs used for the neural net-
work simulations.  

Predicting the ϕw for Different m
The purpose of generating synthetic logs is to explore 
the possibilities of using a neural network to estimate 
ϕw from permittivity. Considering that other parameters 
(m and T ) are also closely related to permittivity, it is 
our hope that the neural network, as a general statistic 
approach, can address this issue.

First, we examine how m affects the neural network 
predictions with the following steps: 

1.	 The ϕw and SALw in Fig. 9, together with m = 1.5 and 
T = 100 °F, are used to calculate permittivity and 
conductivity logs. The calculated logs are used as 
inputs and ϕw as the target for a three-layer 15 cells’ 
neural network to train a model. The trained model, 
if successful, can predict the ϕw from the input logs.

2.	 Calculating new permittivity and conductivity logs 
with the same parameter setups as step 1, except with 
m = 1.7 and m = 2. Then the trained model in step 1 is 
applied to these newly calculated logs to predict ϕw. 
The predictions are compared with the true ones to 
assess how well the trained model performs on the 
new logs.   

The regression value and MSE, given in Eqns. 1 and 
2, are used to assess the quality of the model predic-
tions. Figure 11 shows the results for the trained model 
and the model predictions. Figure 11a shows the trained 
model outlined in step 1. In this case, the permittivity 
and conductivity logs are able to give almost perfect 

predictions of ϕw (R = 0.99). In other words, if a field 
condition can be represented by the model parameters, 
then the measured permittivity and conductivity logs 
can be used to estimate ϕw, even though we do not have 
the knowledge of formation SALw (randomly generated 
within 1 ppk to 150 ppk).

Figures 11b and 11c are the outcomes of step 2, which 
tries to answer whether the model defined in step 1 is 
still valid for different m values. If m is increased from 
1.5 to 1.7, the estimated ϕw are mostly correct, except 
the slightly upward bias at the lower end of porosity, 
Fig. 11b. In a practical sense, the model trained with m 
= 1.5 can be used to estimate ϕw for m = 1.7. If a further 
increase of m to 2, the accuracy of the prediction is 
greatly reduced, Fig. 11c. In this case, more than half of 
the ϕw are overly estimated. 

Predicting the ϕw for Different Temperatures

Reservoir temperature can also impact permittivity and 
conductivity measurements. Therefore, it is logical to 
test the influences of the temperatures on the model 
predictions, using the following steps:

1.	 The ϕw and SALw in Fig. 9, together with m = 1.5 
and T = 100 °F, are used to calculate the permittivity 
and conductivity logs. The calculated logs are used 
as inputs and the ϕw as the target for a three-layer 

Name Depth (ft) Water-Filled 
Porosity (ϕw )

Salinity 
(ppk)

Cementation 
Exponent (m)

Radius of 
Charged 

Spheres (um)

Temperature 
(°F)

Frequency 
(MHz)

Range 1,000 to 
2,000 0.1 to 0.9 1 to 150 1.5, 1.7, 2.0 10 100, 200,  

300, 400 2

Sampling 
rate 0.5 Random Random Fixed Fixed Fixed Fixed

Table 2  The parameters used for calculating the synthetic conductive and permittivity logs.

Fig. 9  Synthetic logs: Track 1 ϕw randomly generated within 0.1 to 0.9; track 
2 SALw randomly generated within 1 to 150 ppk; tracks 3 and 4 are the 
calculated formation conductivity and permittivity for m = 2 and T = 100 °F, 
respectively.
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15 cell neural network to train a model. The trained 
model, if successful, can be used to predict the ϕw.

2.	 Calculating new permittivity and conductivity logs 
with the same parameter setups as step 1, except with 
T = 200 °F, 300 °F, and 400 °F. Then, the trained 
model in step 1 is applied to these newly calculated 
logs to predict ϕw. The predictions are compared with 
the true ones to assess how well the trained model 
performs on the new logs. 

The results are presented in Fig. 12. As expected, the 
trained model is able to predict the ϕw accurately, Fig. 
12a. Applying the same model to the permittivity and 
conductivity logs calculated with different temperatures 
do not yield satisfactory estimations. At 200 °F, the 
predictions are still reasonable with R = 0.8, Fig. 12b; 
however, for 300 °F and 400 °F, very poor estimations 
are observed, Figs. 12c and 12d.  

Predicting ϕw under Low SALw Condition

So far, all the model trainings and predictions are per-
formed for salinities randomly generated between 1 ppk to 
150 ppk, a very wide range. Next, we proceed to examine 
the performance with low SALw or freshwater conditions. 

To this end, the permittivity and conductivity logs are 
re-calculated with randomly picked salinities between 1 
ppk to 50 ppk. The other parameters are kept the same 
as the previous simulations. For this exercise, we focus 
on the input parameters with the following steps:

1.	 Using both the permittivity and conductivity logs as 
inputs and the ϕw as a target to train a model.

2.	 Using the permittivity log as input and the ϕw as a 
target to train a model.

3.	 Using the conductivity log as input and the ϕw as a 
target to train a model.

All the permittivity and conductivity logs are calculated 
with m = 1.5 and T = 100 °F.

Figure 13 shows the model training results for all three 
steps. Figure 13a shows the trained model using both 
permittivity and conductivity logs. Clearly, the ϕw can 
be perfectly predicted in this case. Figure 13b shows 
the model trained with only the permittivity log. The 
predictions are almost similar to Fig. 13a; it seems that 
the permittivity log plays a critical role in the predictions. 
Figure 13c shows the model trained with the conductivity 
log only; very poor predictions are observed. 

Fig. 10  The 10% random noises are added on the conductivity and permittivity logs in Fig. 9. These are the final logs used in the neural network 
simulations.
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Fig. 10  The 10% random noises are added on the conductivity and permittivity logs in Fig. 9. These are 
the final logs used in the neural network simulations. 
 
 
 

Fig. 11  The model training and predictions: (a) The trained model for m = 1.5, (b) the prediction for m = 1.7 using the trained model in (a), and  
(c) the prediction for m = 2 using the trained model in (a).
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Fig. 11  The model training and predications: (a) The trained model for m = 1.5, (b) the prediction for m = 
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This is not surprising, considering that the conductivity 
logs have low sensitivity for fluids with low SALw. In other 
words, conductive logs cannot give reliable saturation 
estimations for a reservoir containing mostly freshwater.   

Predicting ϕw at High SALw Condition
The same model training exercises are repeated with 
high SALw conditions. Following the same steps as the 
previous section, but with randomly generated salinities 
within 60 ppk to 150 ppk. Figure 14 shows the results of 

the model trainings. As expected, excellent predictions 
are achieved for the first two steps. Good predictions 
are also observed for step 3. This is mainly due to the 
fact that conductivity logs are sensitive for fluids with 
high SALw; however, adding permittivity logs can greatly 
improve the predictions of the trained models. 

Field Examples
To test the procedures previously outlined, field logs from 

Fig. 12  The model training and predictions: (a) The trained model for T = 100 °F, (b) the prediction for T = 200 °F using the trained model in (a),  
(c) the prediction for T = 300 °F using the trained model in (a), and (d) the prediction for T = 400 °F using the trained model in (a).
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two different wells were selected. The logs from Well-A 
were used to train a model, and the logs from Well-B 
were used to validate the trained model. Conventional 
logs (resistivity, gamma, density, and nuclear) were col-
lected for both wells. The resistivity logs were measured 
at two frequencies: 400 KHz and 2 MHz; 2 MHz logs 
are used for model training. The formation rocks are 
mostly calcite and dolomite. Conventional petrophysical 
interpretations were carried out to estimate the porosity 
and saturation. 

Both formation permittivity and conductivity were 
calculated from the measured resistivity logs using an 
inversion method2. The model training process for logs 
from Well-A consists of the following steps:

1.	 Use the calculated permittivity and conductivity logs 
as inputs and the product of porosity and saturation 
ϕw as a target. Both the porosity and saturation come 
from conventional petrophysical interpretations. 

2.	 Both inputs and the target are fed into a neural net-
work to train a model. The neural network contains 
three layers and 15 cells.

3.	 The regression and data fits are calculated to assess 
the trained model. 

Figure 15 shows the trained model, Fig. 15a, and data 
fits, Fig. 15b. The model is trained exceptionally well, as 
evidenced by the high regression number, R = 0.998, 
and very small MSE, MSE = 0.026. Figure 15b pres-
ents details of the data fits. The red symbols are the ϕw 
from the petrophysical interpretations (denoted as true) 
and the black symbols are the outputs from the model 
training, i.e., predicted ϕw. A total of 1,600 data points 
are used for model training, almost every data point is 
predicted well. It proves that the formation permittivity 
and conductivity can be used to predict the ϕw. 

The trained model from logs in Well-A are applied 
on logs from Well-B for validation. This time no model 
training is required. Instead, both the calculated per-
mittivity and conductivity logs from Well-B are used as 
inputs for the trained model and the outputs (predicted 
ϕw) are compared with the ones based on conventional 

petrophysical interpretations. 
Figure 16 shows both model validations, Fig. 16a, and 

data fits, Fig. 16b. Excellent regression is achieved, R = 
0.967, for model validation. It means that the trained 
model from Well-A works almost equally well on Well-B. 
As a result, the predicted ϕw (black) fits very well with 
the ones based on petrophysical interpretations (red). In 

Fig. 14  The model training with different inputs: (a) The trained model using both the permittivity and conductivity logs, (b) the trained model using 
the permittivity log only, and (c) the trained model using the conductivity log only.
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addition, there are two areas where the petrophysical 
interpretations give almost zero ϕw (marked by red circles 
in Fig. 16b). The model predicted values are around 5%, 
which seem more reasonable.

Discussion and Conclusions
High frequency dielectric data (10s of MHz to GHz) have 
been routinely used to estimate formation ϕw. Due to its 
shallow DOI, the applications are limited. In this article, 
we explore a possibility of using lower frequency permit-
tivity and conductivity logs to accurately predict the ϕw.

Extensive model simulations indicate that for a clean 
reservoir, the permittivity strongly depends on ϕw, SALw, 
m, and T. At 2 MHz, the permittivity is very sensitive 
to the ϕw, SALw, m, and T. All have an impact on the 
permittivity, so that it is not possible to build simple 
linear/nonlinear relationships between the permittiv-
ity and the ϕw. As a result, a neural network is used to 
explore a statistic model, which can be used to predict 
the ϕw for different m and T. 

Synthetic logs are generated for a wide range ϕw and 
SALw. The m and T are limited to a few commonly used 
values. It turns out that with the knowledge of m and 
T, statistic models can be built to accurately predict the 
ϕw from the permittivity and conductivity logs. If the 
models used on the logs are with different m and T, the 
prediction results are not very satisfactory. In particu-
lar, if a model trained with m = 1.5 is used on the logs 
calculated with m = 1.7, the results are still good. For 
m = 2.0, however, the predictions are less satisfactory, 
with more than 50% of the data points overly predicted. 

Similar trends were observed for temperature varia-
tions. If a model trained for T = 100 °F, a reasonable 
prediction can be expected for T = 200 °F. Very poor 
results are observed for T = 300 °F and 400 °F. It seems 
that to predict the ϕw using the permittivity and conduc-
tivity logs, we need to have reasonable knowledge about 
m and the borehole temperature. In practical applications, 
m can be acquired through laboratory measurements on 
core samples; where the borehole temperature is nor-
mally a routine measured parameter. That means the 
neural network approach may be very useful in field 
data interpretations. 

Another interesting discovery is that the permittivity 
is very sensitive to the ϕw in a wide SALw range. For a 
2 MHz log, the permittivity can be used in both low (1 
ppk to 50 ppk) and high (60 ppk to 150 ppk) salinities 
and gives excellent predictions. On the other hand, the 
predictions based on conductivity logs work well on a 
high SALw range (60 to 150 ppk), but poorly on a low 
SALw range (1 ppk to 50 ppk). These results support 
the observations that resistivity logs cannot estimate 
saturation reliably in a freshwater reservoir. It seems 
that combining the permittivity and conductivity logs 
always enhances the quality of predictions in both low 
and high SALw scenarios.

The field logs from two wells were selected to test the 
methodology. Logs from Well-A was used to train the 
model. Excellent predictions of the ϕw are achieved for 
the trained model. In addition, very good predictions 

were observed when the trained model was used on the 
logs from Well-B. In a practical sense, it means that if a 
good model can be trained based on the logs from one 
well, then the ϕw can be predicted using the trained 
model in neighboring wells. Keeping that in mind, only 
two wells are used in the testing. Large-scale tests are 
needed to confirm the findings.
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In the presence of  free water and under certain conditions of  temperature and pressure, low molecular 
weight gases, such as methane and ethane, present in the fluid stream flowing in pipelines, cause gas 
hydrate crystals to form. These gas hydrate crystals may accumulate and cause a partial or complete 
plugging of  pipelines in the vertical or horizontal section. Methanol has been used in the industry as an 
effective gas hydrate dissolver and inhibitor, and its low flash point temperature makes it unsafe to be 
stored and pumped in large volumes. 

The objective of the current work is to develop a safer dissolver and inhibitor for gas hydrate plugs that 
form in pipelines. Methanol has a very low freezing point (-90 °C) and it is completely miscible with 
water, which can shift the hydrate phase equilibrium to lower temperatures. Solvent- and aqueous-based 
formulations were selected as alternatives to methanol, keeping in mind the parameters such as higher 
flash point, miscibility with water, freezing point, viscosity, and local availability. 

The performance of these formulations was evaluated in a see-through gas hydrate reactor. Represen-
tative gas and water compositions were used in the experiments to form gas hydrate inside the reactor. 
Hydrate formation was detected by the change in torque or by visual inspection through the see-through 
window of the reactor. Methanol was able to mobilize the hydrate plug when used at 10 vol%, while 
complete dissolution was achieved at 30 vol%. 

In comparison, the potassium (K) formate saturated solution achieved complete dissolution of the 
hydrate plugs after adding 10 vol% in less time compared to methanol. The tested formulations not only 
worked as a dissolver but also worked as an inhibitor to prevent the formation of hydrates once they are 
melted or dissolved. These formulations enabled safer operations in the field and improved the perfor-
mance when it comes to melting gas hydrate plugs. 

A Safer Dual Functional Gas Hydrate Dissolver and 
Inhibitor to Replace Methanol
Dr. Mohammed A. Sayed, Dr. Rajesh K. Saini, Eyad A. Alali, Dr. Rajendra A. Kalgaonkar and Ahmed B. Al-Arnous

Abstract  /

Introduction
Low molecular weight hydrocarbons, such as methane, ethane, propane, butane, and iso-butane, and sometimes 
other gases such as carbon dioxide (CO2) and hydrogen sulfide (H2S), are normally present in pipelines or other 
conduits used in the transportation and processing of natural gas and crude oil. When a gas stream is subjected 
to low temperatures (< 20 °C or 68 °F) and/or elevated pressures (> 30 bar or 450 psi) in the presence of free 
water, gas hydrate crystals are typically formed1, 2. Gas hydrates are clathrates or insertion compounds in which 
the previously mentioned small hydrocarbon molecules are trapped in a lattice consisting of water molecules1. 
Hydrates form as a consequence of the tendency of water to reorient in the presence of a nonpolar solute (typically 
light hydrocarbon gases such as methane) to stabilize the lattice through, typically, Van der Waals interactions 
while maintaining the hydrogen bonding between the water molecules. The trapped small gas molecules are called 
guest molecules and they stay trapped within the water cages and strengthen it3. 

Gas hydrates are categorized rendering the number of water molecules in a crystal as:
•	 Structure I: Where the most commonly found gases here are CO2, methane, and ethane.
•	 Structure II: Here the gas species are mainly nitrogen, oxygen, propane, and some higher components of 

natural gas.
•	 Structure H: Here the gas component can be any mix of the above species. 
Both Structure II and Structure H gas hydrates generally occur in offshore environments because of the low 

temperature and high pressure encountered by produced fluid in the pipeline. If there is a continuous supply of 
gases, then Structure H gas hydrates can transform into type I4, 5. 

Hydrate formation inside a conduit — such as a pipeline — is undesirable because the crystals might cause 
plugging of flow lines, valves, and instrumentation, reducing line capacity, pipe bends and/or causing physical 
damage to pipelines and equipment6, 7. Unless the gas hydrate plug is only partially plugging the pipe, such gas 
hydrate plugs tend to separate a pipe into two zones: a high-pressure zone between the wellhead and the plug, and 
a low-pressure zone between the plug and the production facilities area. If the plug and the pipe wall are suddenly 
unstuck, a projectile may be generated, which can destroy the pipeline at any restriction or facilities apparatus. 

Delete CYAN border!
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The solution is to decrease the pressure both on the 
wellhead side and on the platform side, but there is still 
a potential risk for the generation of a projectile.

A gas hydrate envelope can be defined as the thermo-
dynamic conditions (pressure and temperature) at which 
gas hydrate can form. The gas hydrate envelope presents 
a graphical relationship of pressure and temperature to 
show the boundaries between gas hydrate and the gas 
hydrate-free regions. Experimental procedures can be 
used to establish the thermodynamic curves (or gas hy-
drate envelope). The experimental data includes pressure, 
temperature, the gas composition, brine composition, and 
other elements that may be present in the fluid system 
flow in the pipeline2, 8. 

Figure 1 is an example of a gas hydrate envelope. The 
regions on the right of the curve represent the conditions 
at which there is no gas hydrate formation while the 
conditions on the left represent the conditions under 
which a gas hydrate may form. 

There are several actions that can be considered to 
prevent the formation and accumulation of gas hydrate in 
the pipelines. Among these actions, one of the methods 
is to reduce the pressure to keep the overall gas mixture 
outside the hydrate stability zone9. This solution may 
not be practical especially when production takes place 
from deep-water horizons9. 

Another action is to increase the temperature of the 
conduit, either by insulating the conduit or by heating10-12, 
above the gas hydrate equilibrium temperature. Other 
actions intend to either remove the free water from the 
gas or oil stream through a dehydration process or add 
another gas (such as nitrogen (N2)) to modify the gas 
composition in a way that prevents the formation of the 
stable gas hydrate crystals13, 14. 

Chemical Prevention of Gas Hydrate 
Plugging in Conduits
The chemical treatments that can be used to prevent 
the formation of hydrate plugging can be classified 
into three main categories: Thermodynamic hydrate 
inhibitors (THIs), kinetic hydrate inhibitors (KHIs), 
and anti-agglomerants (AAs)2, 15. KHIs and AAs can be 
summed up under one category, denoted as low dosage 
hydrate inhibitor (LDHI), where the concentration of 
the active ingredient is less than 1 wt% from the total 
chemical treatment16, 17. In many cases, a combination 
of, or switching between, two of the above categories 
can be used16, 18. 

Thermodynamic Hydrate Inhibitors (THIs)

THIs or “hydrate antifreeze” are the most common-
ly used hydrate inhibitors1. A THI functions to shift 
the equilibrium conditions at which gas hydrate forms 
through changing the thermodynamic properties of the 
fluid mixture flowing in the conduit1. The THIs tend to 
either increase the hydrate formation pressure or lower 
the temperature so gas hydrate crystals will not form, 
or any already formed hydrate tends to melt. THIs are 
usually added in concentrations as high as two barrels of 
THI per one barrel of water. Glycols, such as mono-eth-
ylene glycol (MEG), and alcohols such as methanol and 

ethanol, are the commonly used THIs, and diethylene 
glycol and triethylene glycols are less likely to be used. 
They can be used to inhibit, and sometimes melt, gas 
hydrate plugging19, 20. 

Although both methanol and MEG are relatively cheap, 
adding a recovery unit to recover them and reuse in 
another treatment is a common practice since high vol-
umes and dosages are usually used in the field21. The 
underestimation of the amount of a THI needed to inhibit 
gas hydrate may lead to partial or complete plugging as 
a result of the continuous buildup of gas hydrate crystals 
in the pipeline22, 23. 

In addition to alcohols, glycols, and salts, such as 
potassium chloride, K-formate, sodium and calcium 
chlorides, as well as sodium acetate, were found to sup-
press the formation of gas hydrate crystals. Other salts 
— nitrates and phosphates — were found effective as 
hydrate inhibitors24, 25. Bavoh et al. (2017)26 investigated 
the use of amino acids as THIs to control gas hydrate. 
They found that inhibition of gas hydrate was possible 
using different types of amino acids such as glycine and 
alanine with glycine achieving inhibition slightly higher 
than that of ethylene glycol.

Although THIs are the most widely used technique to 
inhibit gas hydrate plugs, they have some operational 
challenges. These challenges may include the high cost 
of transportation and storage, flammability and toxicity, 
cost of regeneration, increased potential for scale depo-
sition, as well as the possibility of causing downstream 
pollution and freezing of gas processing systems27, 28. 

Kinetic Hydrate Inhibitors (KHIs) 
Most of the KHIs are water-soluble polymers that are 
combined with small organic molecules. Recently, 
non-polymeric KHIs were developed and tested29. 
Although the polymers have little to no partitioning in 
liquid hydrocarbon phases, the performance may be 
impacted by the presence of these hydrocarbon liquids 
in the production stream. The KHIs are added to delay 
the nucleation of gas hydrate crystals so that crystal 
growth and accumulation can be hindered30, 31.

One limitation of the field applications using KHIs is 
the maximum subcooling temperature (9 °C to 10 °C) 
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at which the treatment takes place. For this reason and 
as a guideline, KHIs may not be suitable for application 
in deepwater since subcooling and the pressure both 
will be high32. KHIs have been used in the field for 
more than two decades. They are added in low con-
centrations ranging from 0.1 wt% to 1 wt% of the water 
phase accompanying the gas stream33, which implies 
huge savings in cost compared to methanol; which is 
used in large volumes34. 

Two structural features make polymers successful as 
KHIs; the presence of amide groups or similar groups 
that improve the hydrogen bonding between the polymer 
molecule and water molecule, and the presence of a hy-
drophobic group bonded directly to the amide group35. 
An example of an early KHI is polyvinylpyrrolidone36, 

37. Most of the widely used KHIs belong to three classes 
of polymers: Vinyllactam polymers and copolymers, 
isopropylmethacrylamide polymers and copolymers, 
and hyperbranched polyesteramides38, 39. 

If the polymer has a low cloud point in water, this will 
help to improve the performance of the KHI, but at the 
same time it may make it susceptible to precipitation 
and dropout. The dropout of the polymer may result in 
plugging of injection points such as the wellhead. Another 
important component that may adversely impact the 
performance of the KHIs is the presence of sour gases 
such as H2S and CO2 in high concentrations40. 

Anti-Agglomerants (AAs)

AAs are another class of the low dosage hydrate inhibitor 
similar to KHIs. The advantage of using AAs over KHIs 
is that they can perform better in higher subcooling 
environments such as deep-water applications. AAs do 
not prevent hydrate formation but rather prevent the 
agglomeration of these hydrate crystals into larger masses 
that can cause plugging. 

In pipelines, using AAs will cause the hydrate to form, 
but formed hydrate can still flow within the production 
stream as a slurry inside the liquid hydrocarbon phase 
(pipeline AAs). 

In gas wells, the AAs work by dispersing the gas hydrate 
crystals in excess of free water using a gas well AA class 
of materials4, 41, 42.

Dissolving Gas Hydrate Plugs

Several methods can be used to dissolve a hydrate plug 
that is already formed in the pipeline. These methods 
include depressurization of the line, use of coiled tubing, 
heated wirelines, hot oiling, or chemical treatment. Most 
of the chemical treatments depend on the use of THIs or 
melting point depressants (antifreezes)43. Typical exam-
ples, include methanol and MEG. The use of MEG as a 
dissolver of already formed hydrate is very challenging 
and has not proven to be efficient in too many cases. 
Although, the use of methanol was proven efficient; 
however, the volume of methanol needed to effect dis-
solution of the plug may far exceed the amount required 
to sufficiently dilute the melted water. In addition, the 
low flash point temperature of methanol makes it unsafe 
to be stored in large volumes.

The main objective of the current study is to find a 

safer and efficient alternative to methanol to dissolve 
and mitigate the gas hydrate challenge in gas wells. 
But to develop the new solution, we first have to know 
why methanol is efficient in dissolving the hydrate plug. 
Some of the characteristics that make methanol work 
as a THI, or antifreeze agent, is its very low freezing 
point (-90 °C) and its complete miscibility with water 
that make it able to shift the equilibrium conditions for 
the hydrate to allow for free-gas hydrate flow conditions 
at lower temperatures. Methanol can be used to prevent 
and melt hydrate at the same time. 

The criteria of success of any new treatment has been 
defined by field operators as follows:

•	 Flash point temperature must be higher than 122 
°F (50 °C).

•	 Time to dissolve gas hydrate must be less than 2 hours.
•	 Wellhead temperature can be as low as 40 °F.
Here, we report the advancements made toward the 

development of high flash point temperature chemical 
treatments to dissolve and mitigate the gas hydrate plug 
formed in pipelines. The new treatment chemicals were 
selected to achieve similar characteristics to methanol 
that made it a successful dissolver, such as miscibility 
with water and low freezing point (less than -50 °C). 

A list of chemicals was defined from both categories; 
aqueous-based and solvent-based chemicals. Three aque-
ous-based formulations were identified, while one of them 
was tested in the field and proved effective in dissolving/
mitigating gas hydrate plugs. The three formulations 
identified are K-formate, cesium formate (Cs-formate), 
and a mixture of K and Cs formate (K & Cs-formate). 

Two solvents were identified and tested, and proved 
effective in dissolving and mitigating gas hydrate plugs. 
The two solvents identified are diethylene glycol mono-
ethyl ether (DEGEE) (flash point = 205 °F/96 °C) and 
2-butoxyethanol (2-BE) (flash point = 149 °F/65 °C). The 
success of the K-formate fluid system injected at both 
ambient (70 °F) and high temperature (250 °F) to dissolve 
the already formed hydrate plug was confirmed from the 
analysis of the data collected from the visual cell autoclave 
testing where the gas hydrate was allowed to form under 
conditions similar to field conditions (temperature around 
50 °F and pressure is around 4,000 psi to 5,000 psi).

Experimental Study 
Materials

The gas composition, as obtained from the field, was 
created in the lab for testing purposes. Table 1 lists the 
composition of two samples of the gas fluid produced 
from the same well as well as the average gas composition 
used in the experimental work. 

The second main component in creation of gas hydrate 
is water. The availability of free water, gas, and favorable 
conditions of pressure and temperature is the main drive 
to form gas hydrate crystals and the gas hydrate plugs. 
The water composition used to perform the testing ex-
periments in the visual cell is a mixture of formation 
brine and freshwater in the ratio of 10/90. 

The freshwater was deionized water obtained from a 
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thermo scientific Barnstead Smart2Pure water purifica-
tion system, having a resistivity of 18.2 MΩ.cm (DI-H2O). 
The composition of the formation brines was obtained 
from two main samples collected from two different 
wells. Synthetic brine mimicking the field brines was 
prepared in the lab and used for testing. Table 2 lists 
the composition of the samples as well as average water 
composition used in the experimental work.

As stated previously, methanol was efficient in dis-
solving the hydrate plug. Methanol works as a THI or 
antifreeze because of its very low freezing point as well 
as its ability to shift the equilibrium conditions for the 
hydrate to allow for free gas hydrate flow conditions at 
lower temperatures. Methanol can be used to prevent 
and melt hydrate at the same time. A list of possible 
alternative chemicals to methanol were collected for 
testing. The criteria for selecting these alternatives are:

•	 Low melting point: < -50 °C (-58 °F).
•	 High flash point temperature > 50 °C (122 °F).

•	 Complete miscibility with water.
For any of the selected alternatives to be successfully 
utilized in the field, it must fulfill the following criteria:

•	 Comparable performance to methanol, the only dis-
solver known to work.

•	 Locally available or can be sourced easily in the field 
in large volumes.

•	 Economically viable alternative to methanol.
Table 3 lists the chemical, boiling point, melting point, 

flash point temperature, density, viscosity, and miscibility 
with water of the chemicals that were selected.

Visual Cell Testing Procedure

A gas hydrate visual cell was used to study the forma-
tion and dissolution of gas hydrate under real wellhead 
conditions. The temperature range that the visual cell 
can be used is between 0 °F and 180 °F (with thermom-
eter accuracy of ±2 °F and resolution of 0.01 °F) with 
a maximum pressure of 10,000 psi (with accuracy of 
± 0.1% of full scale and a resolution of 0.001 psig) and 
maximum paddle speed of 1,200 rpm. 

The cell is equipped with two cameras (side and bottom 
view) to record video of the occurrence of gas hydrate. 
Pressure, temperature, paddle speed, and torque (torque 
range is 0 ounce-inches (oz-in) to 80 oz-in with a resolu-
tion of ± 0.08 oz-in), and is recorded via LabView. The 
system is equipped with injection ports for injection of 
chemicals during experiments. The water used in the 
experiment was a mixture of 90% freshwater and 10% 
formation brine. The visual cell can measure the torque 
while mixing gas and brines as well as while injecting 
the dissolver/inhibitor chemical package. 

In cases where there is no hydrate formation in the 
fluid, the torque encountered by the mixer will have 
normal values of the liquid solution. In cases where gas 
hydrate forms in the cell, the torque will start to increase 
until everything freezes, and the stirrer is not able to 
turn. The visual cell has a capacity of 875 mL and only 
10% to 15% volume of the cell is filled with the water 
mixture for the testing. The remainder of the cell will 
be filled with gas having the same composition as the 
gas from the field until the cell pressure reaches 4,000 
psi to 5,000 psi. 

The testing procedure can be summarized in the fol-
lowing steps: 

1. 	 Prepare fluids to be used in the test, i.e., hydrate 
dissolver, brine mixture, and gas mixture.

Component Sample 
1

Sample 
2 Average

C1 84.24 83.06 83.65

C2 4.71 4.68 4.70

C3 1.39 1.41 1.40

iC4 0.28 0.29 0.29

iC5 0.19 0.22 0.21

C6 0.22 0.3 0.26

C7 0.18 0.31 0.25

C8 0.12 0.33 0.23

C9 0.04 0.21 0.13

CO2 2.36 2.33 2.35

H2S 0 0 0.00

N2 5.68 5.59 5.64

nC4 0.43 0.46 0.45

nC5 0.16 0.19 0.18

Table 1  The composition of gas used in the visual cell testing 
experiments.

Na Ca Mg SO4 Cl TDS pH Ba Sr

Sample 1 47,000 31,700 1,220 236 132,000 212,156 3.9 2,239 2,200

Sample 2 51,600 31,900 1,400 249 140,000 225,149 3.2 2,647 2,891

Average 49,300 31,800 1,310 243 136,000 218,653 4 2,443 2,546

Table 2  The composition of formation brine used in the visual cell testing experiments.
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2.	 Maintain the cell temperature at 100 °F. 

3. 	Add 120 ml of brine to the cell (10:90 vol% of formation 
brine to freshwater).

4. 	Add gas until cell operating pressure is achieved (4,000 
psi to 5,000 psi).

5. 	Start mixing and measuring the torque on the cell 
shaft.

6. 	Slowly cool-down the cell from 100 °F to a temperature 
around 50 °F to allow the formation of hydrates. A 
sudden increase in torque and drop-in pressure in-
dicates the formation of gas hydrates. 

7. 	In case no hydrate plug is formed (detected either 
visually or by an increase in the torque), then stop 
mixing and shut-in the cell overnight to allow the 
formation of a hydrate plug.

8. 	Try to initiate mixing to make sure hydrate is formed 
as indicated by either high torque or by the inability 
to turn the paddle.

9. 	Once hydrate is formed, start adding the gas hydrate 
dissolver. Start with 10 vol% or 2.5 vol% dosage and 
keep incrementally increasing the dosage (2.5 vol% 
or 5 vol%) and wait for two hours.

10. 	Start mixing, and measure torque.

11.	 Repeat the previous steps until the hydrate is cleared 
(torque goes back to normal values measured before 
hydrate plug formed as shown in step 4).

12. 	After the last step of adding the gas hydrate dissolver 
is completed, heat up the cell to 100 °F and make 
sure the cell is back to initial conditions.

Results and Discussions
Control Experiment (Test 1): Use of Methanol as Gas 
Hydrate Dissolver

The experiment was performed using the following steps:

1.	 Saturation Step: Add 120 ml of synthetic deionized 
water/brine (90:10) in the cell. Evacuate the cell and 
then pressurize it with gas mixture to 4,500 psi and 
heat it up to a temperature of 100 °F.

2.	 Hold for two hours while mixing at 400 rpm to fully 
saturate the fluids with gas. Record video every hour 
for a duration of two minutes from the bottom and 
side cameras (one minute each).

3.	 Stop the mixing and allow fluids to separate over 30 
minutes to aid in visual observation. Record video 
every 15 minutes for a duration of two minutes from 
the bottom and side cameras (one minute each).

4.	 Cooling step: Restart and maintain mixing at 400 
rpm. Isolate the gas reservoir from the cell (constant 
volume mode). Slowly cool-down the cell from 100 
°F to 50 °F over a span of 10 hours.

5.	 First mixing step: Once the temperature is stabilized 
at 50 °F, keep mixing at 400 rpm and 50 °F for 10 
hours. Record video every 1 hour for a duration of 
two minutes from the bottom and side cameras (one 
minute each).

6.	 Shut-in step: Stop mixing and hold the cell at 50 °F 
for 10 hours. Record video every hour for a duration 
of two minutes from the bottom and side cameras 
(one minute each).

7.	 First methanol addition: Add 10 vol% methanol (12 ml) 
and start mixing at 400 rpm for two hours. Record 
video every 30 minutes for a duration of two minutes 
from the bottom and side cameras (one minute each).

8.	 If the torque recorded does not decrease to normal 
within the two-hour window, repeat step 7 by adding 
methanol in 10 vol% steps.

9.	 After the hydrate plug has been dissolved and plugging 
is cleared, heat the cell from 50 °F to 100 °F over a 
span of five hours. Record video every hour for a 

Chemical 
Name

Boiling Point 
(°C)

Melting Point 
(°C)

Flash Point 
(°C)

Solubility with 
Water Density Viscosity

Methanol 64.4 -98 12 Soluble 0.79 0.7 cP at 10 °C

Cs Formate  
(50 wt%) > 100 -50 No Flash Soluble 1.05 - 2.5 1.7 to 10 cP  

at 25 °C

K Formate  
(50 wt%) > 100 -50 No Flash Soluble 1.57 7 to 13 cP  

at 25 °C

1:1 Cs and K 
Formate  
(each is 50 wt%)

> 100 -50 No Flash Soluble 1.44 - 2.4 1 to 15 cP  
at 25 °C

DEGEE 196 -76 96 Soluble 0.999 3.85 cP  
at 25 °C

2-BE 171 -70 67 Soluble 0.902 6.4 cP  
at 20 °C (68 °F)

Table 3  A list of chemicals that may work as a gas hydrate dissolver.
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duration of two minutes from the bottom and side 
cameras (two minute each).

The results of methanol testing (Test 1) are shown in Fig. 
2. Test 1 was performed at a constant gas volume starting 
at 4,500 psi with no inhibitor. During the cooling step 
from 100 °F to 50 °F, the pressure decreased to 3,250 psi 
at a constant volume. Meanwhile, the torque remained at 
10 oz-in. During the following mixing steps, the torque 
continued to increase until it exceeded the maximum 
operating torque. This provides evidence that hydrate 
was formed. By adding 10 vol% of methanol (12 ml, with 
respect to the initial volume of water in the cell), there 
was no change observed in the torque. 

After two hours, another 10 vol% of methanol was 
added and within a few minutes, the torque started to 
decrease, and a slurry of the hydrate was formed. The 
torque decreased to initial value when the methanol 
concentration was increased to around 30 vol% after 
adding an additional 10 vol% dosage. 

This experiment shows that 30 vol% of methanol is 
needed to completely dissolve the formed gas hydrate 
within the set two-hour time period.	

Test 2: Use of K-Formate (Ambient Conditions)

Figure 3 shows the results of Test 2 using K-formate as a 
gas hydrate dissolver. The same procedure was followed 
in Test 2 as mentioned in Test 1, where K-formate was 
used as a dissolver instead of methanol to melt the hy-
drate plug. The torque recorded for the solution mixture 
before the formation of the hydrate was around 8 oz-in. 
Upon cooling down the cell, hydrates started forming at 
55.7 °F and 3,826 psi. The hydrates never over torqued 

the mixer during the cool-down, over a 10 hour mixing 
period at 50 °F. Then, the stirring process was stopped, 
and the cell was aged for 10 hours to allow the hydrate 
to accumulate and to form a hydrate plug. 

After the 10-hour shut-in, the mixer was restarted and 
the hydrate plug over torqued the mixer indicating the 
formation of a hydrate plug. The mixer was restarted 
for a period of two hours with restart attempts every 15 
minutes. A 10% by volume of K-formate (12 ml of 75% 
solution of K-formate) was injected, and after one hour 
the mixer was able to move the hydrate plug with an 
initial torque of 26.4 oz-in, which was recorded. 

This indicated that the K-formate was able to breakdown 
the hydrate plug and formed a slurry of crystals distrib-
uted in the water phase. After approximately 30 minutes 
of mixing, the torque had dropped to pre-hydrate values 
of around 8 oz-in without adding any more K-formate. 

In conclusion, 10 vol% K-formate is required to com-
pletely dissolve the gas hydrate in 30 minutes, whereas 30 
vol% of methanol is required to dissolve the gas hydrate 
in two hours. Six chemical loadings starting at 10%, then 
in 5% increments thereafter for a total volume of 30% 
were injected to duplicate the experiments performed 
using other formulations (similar to methanol).

Test 3: Heated K-Formate (K-Formate at 250 °F) 

Figure 4 shows the results of Test 3 performed using 
K-formate (at 250 °F) as a gas hydrate dissolver. The 
same procedure as described previously in Tests 1 and 
2 were followed in Test 3. K-formate was heated to 250 
°F before injecting into the cell — K-formate has a very 
high heat capacity. The main purpose of this experiment 

Fig. 2  The results of Test 1 performed using methanol as a gas hydrate dissolver.
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Fig. 3  The results of Test 2 performed using K-formate as a gas hydrate dissolver. 
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Fig. 4  The results of Test 3 performed using K-formate (at 250 °F) as a gas hydrate dissolver. 
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was to evaluate the impact of using hot fluids on the 
acceleration of dissolving the gas hydrate plug. 

Hydrates formed during the cooling ramp at a pressure 
of 4,095 psi and a temperature of 56 °F. The torque 
increased from approximately 22 oz-in up to 45 oz-in 
during the completion of the cooling ramp over a 10-hour 
mixing period at 50 °F. The stirring of the fluid mixture 
was stopped, and the cell was aged for an additional 
10 hours. After the 10-hour hold period, mixing was 
restarted and a torque of 40 oz-in was recorded. The 
torque declined and stabilized at 30 oz-in to 32 oz-in 
over the next eight hours. Chemical injection was not 
performed at this stage due to the lack of a hydrate plug. 

To achieve a hydrate plug, the cell pressure was in-
creased by injecting additional gas where the pressure 
spiked from 3,620 psi to 4,400 psi. The cell temperature 
was lowered from 50 °F to 45 °F, and the system was held 
at these conditions over a period of 48 hours. The mixer 
was started and immediately over torqued, indicating 
the formation of a hydrate plug. 

The first injection of 2.5 vol% K-formate at 250 °F was 
performed. For the first hour and 15 minutes, the mixer 
continued to over torque. After one hour and 30 minutes, 
the hydrate plug broke and mixing was established with 
a torque reading at 35 oz-in. The second injection was 
done after 30 minutes and torque dropped to 25 oz-in. 
The third injection of another 2.5 vol% of the heated 
K-formate lowered the torque to approximately 22 oz-in, 
matching the initial torque at the beginning of the test. 
A fourth injection of heated K-formate had no additional 

reduction in torque and the test was terminated. All 
injections were performed at 2.5 vol% stepwise.

Test 4: Use of DEGEE 

Figure 5 shows the results of Test 4 performed using 
DEGEE as a gas hydrate dissolver. The torque measured 
prior to the formation of hydrate was approximately 10 
oz-in. Gas hydrates started forming at 60 °F and 4,060 
psi. The hydrates never over torqued the mixer during 
the cool-down over a 10-hour mixing period at 50 °F. 
After the 10-hour shut-in period, the mixer was restarted 
and the hydrate plug over torqued the mixer during a 
one-hour period. 

A 10% volume (12 ml) of DEGEE was injected and 
after 30 minutes, the mixer was able to move the hydrate 
plug with a torque of 17 oz-in to 18 oz-in. Five chemi-
cal loadings were injected starting at 10%, then in 5% 
increments thereafter for a total volume of 30%. Each 
additional injection lowers the torque and at the final 
step the torque equals the initial torque response prior 
to cooling. A complete dissolution of the gas hydrate 
plug was achieved after injecting between 10 vol% to 15 
vol% of DEGEE.

Test 5: Use of 2-BE

Figure 6 shows the results of Test 5 performed using 
2-BE as a gas hydrate dissolver.

The same procedure was followed as in Test 4. The 
torque measured before the formation of hydrate was 
approximately 9 oz-in. During the cooling stage, gas 
hydrates formed at 4,189 psi and 68.3 °F. Torque response 
varied between 40 oz-in to 50 oz-in during the remaining 
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period of ramping and the 10-hour hold with mixing at 50 
°F. After the 10-hour shut-in period, a hydrate plug was 
formed and the motor over torqued at restart of mixing. 

After an hour of attempted restarts, the first chemical 
injection of 2.5% (3 ml) was introduced. At approximately 
1.5 hours after the fifth injection (total of 12.5 vol%) the 
hydrate plug began to breakdown and the mixer estab-
lished constant rotation at 400 rpm. The resulting torque 
averaged at 20 oz-in. After the sixth injection (total of 15 
vol% of 2-BE) was performed, the torque dropped to 9 
oz-in to 10 oz-in (pre-hydrate torque). The system was 
maintained at this condition overnight. Four additional 
chemical volumes of 2.5% each (for a total test volume of 
25%) were injected with little effect on torque response.

Summary of Results of the Experimental Studies

A visual cell equipped with a stirrer and torque mea-
surement transducer was used to test the formation and 
dissolution of gas hydrate plugs. The experiments were 
performed at conditions similar to those encountered at 
the wellhead, with a pressure of approximately 4,000 psi 
to 5,000 psi and a temperature between 40 °F to 67 °F.

Alternative chemical formulations were tested and 
proved efficient in dissolving/melting the gas hydrate 
plug. These alternatives are K-formate at both ambient 
and high temperature (at 250 °F), 2-BE, and DEGEE. 
A summary of the dosage needed, and time required 
to dissolve/melt the hydrate plug is given in Table 4.

The proposed formulations were able to dissolve the 
gas hydrate plug in a time interval of less than two hours. 
The new formulations were able to dissolve hydrate by 
using lower or similar volumes compared to methanol. 

In addition, to dissolve the hydrate in a shorter time, 
these formulations have a higher flash point temperature 
(> 50 °C). As a result, these formulations are safer than 
methanol when it comes to transportation, storage, and 
pumping, which will improve the operations in the field. 

Field Testing and Results of Field Trials
The K-formate formulation was trial tested in two dif-
ferent wells. The K-formate was selected for two main 
reasons; availability and it is easy to prepare in the field. 
The K-formate solution was prepared in the field and 
transported to the well location without encountering 
any problems. Before the actual field job, the density 
of the prepared fluid was measured to ensure it meets 
the requirements of preparing a saturated formulation 
that meets the melting point depression requirements 
(< -20 °C). 

Test Trial 1

A 500 HP pump was utilized with a minimum pump-
ing rate of 11 gallons per minute (gpm). The pump was 
connected to gas a streamline utilizing a 2” line with a 
check valve and manual valve at the pipe end to avoid 
back flow.

Upstream pressure was 4,200 psi, and the well was 
flowed on choke 12/64”. Upon flowing the well for 15 min-
utes, hydrate started to form in a shape of pipe icing with 
a dramatic temperature drop (35 °F). K-formate was then 
pumped into the downstream line (after the choke) with 
a slow reaction. A total of 550 gallons of chemical were 
pumped at a rate of 11 gpm. The temperature increased 
from 38 °F to 65 °F in one hour, indicating a complete 

Fig. 6  The results of Test 5 performed using 2-BE as a gas hydrate dissolver.
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hydrate dissolution. 
The experiment was repeated, and hydrate was gener-

ated using the same methodology; however, K-formate 
was pumped in the upstream side. The reaction was 
rapid, and the temperature increased from 34 °F to 69 
°F in just 20 minutes. A total of 330 gallons was pumped 
at a rate of 16.5 gpm.
Downstream Injection of (K-formate): Initially, the 
pipe temperature was at an ambient temperature of 
77 °F. Upon flowing the well, the temperature in the 
upstream and downstream pipe changed to 96 °F and 
38 °F, respectively. Once the temperature dropped, ice 
started to form as an indication of hydrate formation 
inside the pipe, Fig. 7. The pumping rate initially was 11 
gpm and changed based on pump capability to maintain 
the minimum rate. K-formate was injected in the down-
stream line and ice started to melt out after 17 minutes 
of pumping at a temperature of 62 °F, Fig. 8.
Upstream Injection of (K-formate): The experiment 
was repeated by generating the hydrate again and drop-
ping the pipe temperature to 35 °F. The injection of K-
formate was performed in the upstream section before 
the choke. The pumping rate was maintained at 22 gpm 
and continued until the end of the test. Ice was melted 
down within 6 minutes of pumping and the temperature 
increased rapidly to 58 °F, Fig. 9.

Field Observation 

Several samples were collected during the flow back 
process. The samples collected showed the formation 
of emulsion along with suspended gas bubbles into the 
solution. The gas was segregating very slowly from the 
solution and complete separation took 30 minutes, Fig. 10.

Test Trial 2

Upon the success of K-formate in dissolving hydrate 
crystals, consistent pumping capability was a challenge. 
The outcome of the first field trial revealed one main 
outcome: using the backside pump with its high injection 
rate (11 gpm) was successful, but gas in brine emulsion was 
observed with some difficulties when it comes to flaring. 
Utilizing the backside pump to inject the chemical is not 
safe as a long-term solution. 

In the second field trial, two pumps were tested to 
check the capability of the pumps and the minimum rate 

Chemical Name Flash Point (°C) Tested or  
Planned to be Tested Can It Melt Hydrate?

Methanol** 12 Yes Yes (10 - 30 vol%)

K-formate (50%) No Flash Yes Yes (10 vol%)

Heated K-formate  
(50% at 250 °F) No Flash Yes Yes (2.5 - 7.5 vol%)

DEGEE 96 Yes Yes (10 - 15 vol%)

2-BE 67 Yes Yes (12.5 - 15 vol%)

Table 4  The summary of the alternative chemical performance compared to methanol.
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Fig. 8  The summary of test results; pressure, temperature, and volume of treatment. The data indicates 
that after 17 minutes from the start of injection of K-formate at a rate of 11 gpm, the temperature 
increased from 38 °F to 62 °F, indicating full dissolution of the gas hydrate plug. 
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required to raise the stream temperature to the hydrate 
dissolving temperature limit. The two pumps tested 
have plunger sizes of 28 mm and 40 mm with 0.12- and 
0.25-liter volume per stroke, respectively. The flow rate 
range for the 28 mm plunger pump was between 3.1 to 
16.0 liters/min, while for the 40 mm plunger pump the 
flow rate range was 6.6 to 32.5 liters/min. Both pumps 
were tested in this field trial. 
Positive Displacement Pump (28 mm plunger): The 
well was shut-in for 4 hours to build up pressure, then it 
was opened to flow at choke size 12/64”. With a pressure 
drop of almost 2,000 psi, the stream temperature dropped 
to 49 °F. At this temperature, gas hydrate started to form 
a plug inside the pipeline. K-formate feed was connected 
to the 28 mm plunger piston pump, and the treatment 
fluid was injected at an estimated rate of 2.4 gal/min. 

After pumping 24 gallons of treatment, the stream tem-
perature increased by 10° in 10 minutes. Injection of the 
K-formate continued for an interval of time of about 30 
minutes, where 72 gallons of treatment were injected, 
and the temperature increased from 38 °F to 65 °F, 
indicating a complete hydrate dissolution. 

Conclusions
1. 	 Visual cell equipped with a stirrer and torque mea-

suring transducer was used to test the formation and 
dissolution of gas hydrate plugs. 

2. 	Both field gas and formation brine composition were 
used in the tests. 

3. 	The experiments were performed at conditions similar 
to field conditions.

4. 	Four alternatives with a higher flash point than meth-
anol were tested and proved efficient in dissolving/
melting the gas hydrate plug. 

5. 	Two solvent-based, namely DEGEE and 2-BE, and 
two aqueous-based chemical formulations, namely 
K-formate and heated K-formate, were tested for 
dissolving gas hydrates.

6. 	All alternatives were able to dissolve hydrate at similar 
or lower dosage in comparison to methanol and in a 
shorter time.

7. 	Two field trials were performed to evaluate the per-
formance of one of the developed formulations (K-
formate). At similar injection rate to methanol, the 
K-formate was able to dissolve gas hydrate plugs in 
less time and smaller volume (30 minutes and 72 
gallons pumped of K-formate) compared to methanol 
(120 minutes and 180 gallons of methanol).

8. 	The success of the field trials proved K-formate to 
be a safer and more efficient alternative to replace 
methanol as a gas hydrate dissolver.
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Fig. 9  The summary of test results; pressure, temperature, and volume of treatment. The data indicates 
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Fig. 10  The gas in treatment emulsion. 
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Tracers are practical tools used to gather information about the subsurface fluid flow in hydrocarbon 
reservoirs. Typical interwell tracer tests involve injecting and producing tracers from multiple wells to 
evaluate important parameters such as connectivity, flow paths, fluid-fluid and fluid-rock interactions, 
and reservoir heterogeneity, among others. The use of nanotechnology enables the development of novel 
nanoparticle-based tracers to overcome many of the challenges faced by conventional tracers. Among 
the advantages of nanoparticle-based tracers is the capability to functionalize their surface to yield stability 
and transportability through the subsurface. In addition, nanoparticles can be engineered to respond to 
a wide variety of stimuli, including light. 

The photoacoustic effect is the formation of sound waves following light absorption in a material sample. 
The medical community has successfully employed photoacoustic nanotracers as contrast agents for 
photoacoustic tomography imaging. We propose that properly engineered photoacoustic nanoparticles 
can be used as tracers in oil reservoirs. Our analysis begins by investigating the parameters controlling 
the conversion of light to acoustic waves, and strategies to optimize such parameters. 

Next, we analyze different types of nanoparticles that we deem potential candidates for our subsurface 
operations. Then, we briefly discuss the excitation sources and make a comparison between continuous 
wave and pulsed sources. We finish by discussing the research gaps and challenges that must be addressed 
to incorporate these agents into our operations.

At the time of this writing, no other study investigating the feasibility of using photoacoustic nanoparticles 
for tracer applications was found. Our work paves the way for a new class of passive tracers for oil reservoirs. 
Photoacoustic nanotracers are easy to detect and quantify, and are therefore suitable for continuous in-line 
monitoring, contributing to the ongoing real-time data efforts in the oil and gas industry.

Photoacoustic Nanotracers for Subsurface 
Applications: Opportunities and Challenges
Jesus M. Felix Servin, Hala A. AlSadeg and Dr. Amr I. Abdel-Fattah

Abstract  /

Introduction
Tracer technology has shown to be efficient in collecting underground information, which is important in the 
process of oil and gas development. Interwell tracer tests offer the most direct method for investigating fluid flow 
paths between injector and producer wells. These tracer tests allow us to obtain a better understanding of reservoir 
heterogeneity by identifying the wells contributing to oil production as opposed to the one’s fluid cycling, which 
is critical for reservoir water management. 

Until now, primarily fluorescent and chemical tracer signatures have been used to detect and quantify tracers 
in solution. While fluorescence measurements are relatively simple, some of the hydrocarbons and contaminants 
present in the produced fluids are fluorescent too, and that complicates an accurate detection and quantification. 
Chemically labeled tracers can be quantified accurately but require complex instrumentation and separation 
procedures, e.g., gas chromatography-mass spectrometry measurements, making it hard to develop a system for 
in-line detection. 

In this article, we introduce nanomaterials that have been extensively studied and successfully implemented 
for biomedical imaging that we deem promising as a new class of tracers for use in the oil and gas sector. These 
nanoparticles generate sound upon illumination with light due to a well-described physical phenomenon known as 
the photoacoustic effect. While excitation is achieved via a light source, e.g., a laser, detection is accomplished by 
acoustic transducers — typically in the ultrasonic range. Therefore, this method retains the detection simplicity 
of fluorescent tracers while addressing the challenge associated with background fluorescence. 

In the following sections, we present the theory behind the photoacoustic effect, the classes of nanoparticles 
that we consider relevant for oil and gas operations, as well as the available sources for illumination. Finally, we 
discuss the research gaps and challenges that need to be addressed to enable the incorporation of this technology 
into our operations.

The Photoacoustic Effect
The photoacoustic effect is the formation of sound waves following light absorption by a material sample. Alexander 
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Graham Bell was the first to discover this phenomenon in 
the late 1800s while investigating the feasibility of speech 
transmission via light1. This approach was abandoned 
in favor of other methods, such as radio transmissions. 
It was in the 1960s, with the development of the laser, 
that the interest on the photoacoustic effect was revived. 
The initial interest focused on gas analysis but eventually 
expanded to solids and liquids as well. 

The generation of sound upon illumination can be 
accomplished through multiple mechanisms, including:

•	 Radiation pressure: The mechanical pressure expe-
rienced by the sample due to the exchange of mo-
mentum of the light. The effects of this mechanism 
are considered weak for most applications, and are 
therefore ignored. 

•	 Electrostriction: This refers to the change in shape 
of a dielectric material in the presence of an electric 
field. The deformation is due to the displacement 
of ions when exposed to an external electric field. 
Positive ions will move in the direction of the field, 
and negative ions will move in the opposite direction. 
The net result is an elongation of the sample in the 
direction of the field. This effect is only relevant in 
liquid samples with very weak optical absorption or 
with a high electrostrictive coefficient2. 

•	 Dielectric breakdown: This refers to the acoustic 
signal generated when samples are irradiated with 
high intensity light, resulting on the breakdown of 
the dielectric properties of the sample and plasma 
generation3. 

•	 Thermoelastic expansion: Upon illumination with 
a modulated light source, the sample momentarily 
stores some of the incident energy. In the absence 
of radiative methods, the energy is released in the 
form of heat, which causes an increase in volume. 

•	 Vaporization: This occurs in liquids that are super-
heated due to the absorption of intense radiation. As a 
result, the sample abruptly changes from a liquid state 
to a gas state, generating a high amplitude acoustic 
signal in the process4.

•	 Biological processes: Certain biological processes 
such as the photosynthesis in plant leaves5 and the 

Bacteriorhodopsin proton pump6, 7 have been shown 
to generate photoacoustic signals. 

In this work, we will focus on the thermoelastic ex-
pansion and explosive vaporization mechanisms, as we 
consider them the most applicable for subsurface char-
acterization. Figure 1 shows a schematic representation 
of how photoacoustic signals are generated via these two 
mechanisms. We focus our efforts on the photoacoustic 
signals generated by liquid samples because they are the 
most relevant for oil and gas operations. 

Theory of Photoacoustic Signals in Liquid 
Samples
A simple, yet useful, theory of how photoacoustic signals 
are generated in liquids via thermoelastic expansion was 
provided by Patel et al. (1981)8. According to Beer’s law, 
upon illumination, the amount of energy transmitted is 
described by Eqn. 1.
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where Et is the transmitted energy, E0 is the incident 
energy, α is the optical absorption coefficient, and l is 
the optical path length. Assuming no losses (reflective 
or scattering), the energy absorbed by the sample can 
be quantified using Eqn. 2. 
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For the case of weak optical absorption 
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, Eqn. 
2 can be simplified to the following expression:
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The temperature rise, due to the absorbed energy, as-
suming no other energy release mechanisms are present, 
can be estimated using Eqn. 4.
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where ρ is the sample density, Cρ is the specific heat ca-
pacity, and V is the absorbed volume. At this point, there 
are two possible scenarios depending on the duration 
of the light pulse (
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acoustic wave to travel across the illuminated volume (
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, the illuminated volume has enough 
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Fig. 1  A schematic representation of the generation of photoacoustic signals via thermoelastic expansion (left) and vaporization (right).
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time to expand during the light pulse. In this case, the 
magnitude of the pressure pulse generated due to ther-
moelastic expansion can be approximated by Eqn. 5:

 

 

 
  

Saudi Aramco: Company General Use 

𝐸𝐸𝑡𝑡 = 𝐸𝐸0𝑒𝑒−𝛼𝛼𝛼𝛼                  (1) 

 

Δ𝐸𝐸 = 𝐸𝐸0 − 𝐸𝐸𝑡𝑡                (2) 

 
(𝛼𝛼𝛼𝛼 ≪ 1) 

 

Δ𝐸𝐸 ≈ 𝐸𝐸0𝛼𝛼𝛼𝛼               (3) 

 

Δ𝑇𝑇 = 𝐸𝐸0𝛼𝛼𝛼𝛼
𝜌𝜌𝐶𝐶𝑝𝑝𝑉𝑉                   (4) 

 
τp >> τa 

 

|𝑝𝑝| ≈ 𝑘𝑘 𝛽𝛽𝛽𝛽
𝐶𝐶𝑝𝑝

(𝑣𝑣
𝑟𝑟)

1
2 𝐸𝐸0                 (5) 

 

|𝑝𝑝| ≈ 1

𝜋𝜋𝑅𝑅
2
3

𝛽𝛽𝛽𝛽
𝐶𝐶𝑝𝑝

𝑣𝑣2

𝑟𝑟
1
2

𝐸𝐸0                   (6) 

 

|𝑝𝑝(𝑟𝑟, 𝑡𝑡)| ∝ 𝛽𝛽 𝛼𝛼 𝐸𝐸0
8 √𝜋𝜋 𝐶𝐶𝑝𝑝

(𝑣𝑣
𝑟𝑟)

1
2 𝜏𝜏𝑒𝑒

−3/2              (7) 

 

𝜏𝜏𝑒𝑒 = (𝜏𝜏𝑝𝑝
2 + 𝜏𝜏𝑎𝑎

2)1/2
                    (8) 

 

Δ𝑃𝑃 = 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 2
𝑅𝑅 𝛾𝛾                (9) 

 

𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 + 2
𝑅𝑅 𝛾𝛾                     (10) 

 

	 5

where k is a system constant that includes temporal factors 
related to the pressure waveform generation, β is the 
volumetric thermal expansion, v is the speed of sound 
in the medium of interest, and r is the radial distance.

If 
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, the illuminated volume does not have enough 
time to expand. Therefore, the pressure increase hap-
pens at the edge of the illuminated volume. Under this 
condition, the magnitude of the pressure pulse can be 
approximated by Eqn. 6:
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where R is the radius of the optical beam. 
The equations provided here are a good guide to qual-

itatively compare the magnitude of the acoustic signals 
generated under multiple conditions; however, the time 
dependence of the wave is ignored. The shape of the 
waveform has important implications on the design of 
the acoustic detector. Lai et al. (1982)9 provided an un-
derstanding of the implications of the time dependence 
of the photoacoustic signal as follows:
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where τe is an effective time parameter that depends on 
the light pulse duration (τp ), and the acoustic transient 
time (τ
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From the approximations presented, we can make 
important conclusions about how to maximize the am-
plitude of the photoacoustic signals. Materials with high 
volumetric expansion, optical absorption and acoustic 
velocity, and low specific heat capacity are desirable. 
The time dependence suggests that narrow beams and 
short pulses increase the amplitude of the photoacoustic 
signal. A second reason to use narrow beams is to pre-
vent non-coherent contributions from different regions 
of the beam reaching the detectors simultaneously and 
altering the signal. 

The equations previously presented are derived for 
liquids, but we think the most promising applications 
within the oil and gas industry are in the form of pho-
toacoustic nanoparticles suspended in liquids that serve 
as tracers. It is reasonable to assume that some of the 
desirable properties for liquids apply to nanoparticles too. 
As such, nanoparticles with high volumetric expansion 
and optical absorption, and low specific heat capacity 
are desirable.

Photoacoustic Nanoparticles
The use of photoacoustics in the oil and gas industry is 
rather limited, but there are some examples available. 
For instance, some prototypes have been developed to 
explore the feasibility of monitoring oil content in treated/

separated water from oil-water separators10, 11. Monitoring 
the presence of biofilms in produced water pipelines via 
photoacoustic measurements has also been investigated12. 
At the moment of this writing, no literature was found 
evaluating the feasibility of using photoacoustic nanopar-
ticles as tracers to improve subsurface characterization. 

Tracers are practical tools to gather information about 
the subsurface fluid flow in hydrocarbon reservoirs. 
Typical interwell tracer tests involve injecting and pro-
ducing tracers from multiple wells to evaluate important 
parameters such as connectivity, flow paths, fluid-fluid 
and fluid-rock interactions, and reservoir heterogeneity, 
among others. For this purpose, passive tracers are the 
preferable choice and include radioactive, inorganic el-
ements, alcohols, fluorescent molecules and fluorinated 
benzoic acids, all bearing advantages and disadvantages. 

Fluorescent tracers are appealing because conducting 
fluorescence measurements is relatively simple, and there-
fore, an in-line system for permanent monitoring could be 
developed. Subsequently, such tracers have two major dis-
advantages: the background fluorescence of the produced 
fluids interferes with the tracer detection, and fluorescent 
tracers are prone to photobleaching over time. Tracers 
based on photoacoustic nanoparticles have the potential 
to overcome both of these challenges, while offering a 
simple and reliable detection method. Nanoparticles 
can be engineered to have narrow absorption peaks, 
and therefore, avoid background noise by illuminating 
with a narrow spectra light source, such as a laser. In 
addition, the detection is based on the measurement of 
acoustic signals that, unlike fluorescent signals, are not 
affected by diffraction nor by photobleaching. 

While photoacoustic nanoparticles have not been used 
in the past for subsurface applications, they have been 
extensively used in medical and biomedical applica-
tions as contrast agents for photoacoustic tomography 
imaging13. For nanoparticles to be used as subsurface 
tracers, there is a list of desired properties that include 
stability, transportability, cost-effectiveness, low lim-
it of quantification, linear concentration dependence, 
and to a lesser extent multiplexing. By conducting a 
literature research, we have found two large categories 
of nanoparticles that appear to be good candidates for 
photoacoustic nanoparticle-based subsurface tracers. 

Solid Nanoparticles

Solid nanoparticles have been widely used as contrast 
agents in photoacoustic imaging for biological applications 
based on their high and stable signal, and because their 
surface can be functionalized. Metallic nanoparticles are 
most commonly used as photoacoustic contrast agents 
because of their high absorption cross section, which is 
a measure of the ability of the nanoparticle to absorb a 
photon of a specific wavelength and polarization13. In 
addition, their size and shape can be modified to tune 
the absorption peak for multiplexing. 

Figure 2 shows the peak absorption of commercially 
available gold nanoparticles as a function of their size. 
It can be clearly seen that it is possible to tune their 
size to obtain nanotracers that respond to different exci-
tation wavelengths. Other important considerations for 
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contrast agents include the lower limit of quantification, 
linear concentration dependence, high selectivity, and 
multimodality as a key parameter for verification and 
validation of signal reliability14. 

One of the commonly studied contrast agents to assist 
quantitative flow estimation in photoacoustic imaging is 
gold nanoparticles15. An advantage of using gold nanopar-
ticles is that they exhibit strong photoacoustic response 
to invisible to near infrared ranges, depending on the 
size and the shape of the particle, allowing for signal 
enhancement16-18. In general, the absorption maximum 
of gold nanoparticles shifts toward the red spectrum 
as the size increases17. In addition, changing the shape 
of the nanoparticles changes their absorption proper-
ties. For example, spherical and irregular shaped gold 
nanoparticles of the same average size exhibit absorption 
maximum at different wavelengths due to an anisotropic 
distribution of the surface electron layers in the latter15. 

Other common metallic nanoparticles include plasmon-
ic silver nanoparticles with sizes ranging from 20 nm to 
150 nm13. Silver nanoparticles appear to have higher light 
absorptivity than gold, and potentially generate stronger 
photoacoustic signals17. Due to their reactivity and toxicity 
in vivo, they have not been studied as extensively as gold 
nanoparticles. Upconverting nanoparticles are also good 
candidates for photoacoustic contrast agents because they 
have narrow excitation/emission profiles. Upconverting 
nanoparticles are typically based on phosphors, e.g., 
NaYF4, doped with ytterbium (Yb3+), erbium (Er3+), and 
terbium (Tb3+). Copper and copper sulfide have also been 
used19. Specifically, copper sulfide is promising because 
it has a highly tunable absorption peak. Consequently, 
upconverting nanoparticles cannot be dispersible in an 
aqueous solution without post-synthetic modifications 
owing to the presence of hydrophobic surfactants19.

Other materials include single-walled carbon nano-
tubes20, silica coated iron oxide nanoparticles18 and sil-
ica coated gold nanoparticles21. The advantage of silica 
coated nanoparticles is that their surface chemistry can 

be modified to allow for additional functionalization. 
In addition, it has been shown that silica coatings can 
increase the amplitude of the photoacoustic signal up 
to threefold and fourfold, and prevent optically induced 
nanoparticle deformation21. 

For our subsurface applications, the material choice 
will depend on the number of unique tracers required, 
the reservoir rock type, and other reservoir parameters 
such as salinity, temperature, and pH.

An alternative approach is to use solid nanoparticles to 
generate photoacoustic signals via vaporization. When 
the excitation energy reaches a certain level, the tem-
perature of the area around the interface between the 
nanoparticle and liquid increases and starts to evaporate, 
generating what is known as photothermal bubbles. In 
general, smaller nanoparticles require higher energy 
levels to generate photothermal bubbles22. The advantage 
of this approach is an increase in the amplitude of the 
photoacoustic signal, as compared to the signal generated 
by thermoelastic expansion. 

The contrast between the nanoparticles and the back-
ground can also be enhanced using dual wavelength 
systems that use the difference of optical absorption of 
gold nanoparticles at different wavelengths. This can 
further improve the sensitivity without having to increase 
the illuminated laser energy or increase the concentration 
of the gold nanoparticles injected15.

The wide range of applications of nanoparticles resulted 
in the development of numerous methods of fabrication 
with various sizes and shapes. They can be synthesized 
as rods, shells, cubes, triangles, irregular structures, 
and other shapes, which has allowed for a relatively free 
choice of the wavelength. Due to the high temperature 
nature of our subsurface environment, it is important 
for us to consider the photothermal stability of the solid 
nanoparticles. 

Various studies reported that the treatment of nanopar-
ticles with the laser beam has been found to change their 
morphology toward a more spherical form, which is more 

Fig. 2  The peak absorption wavelength of commercially available gold nanoparticles as a function of their diameter. The plot clearly shows how 
their size can be tuned to obtain nanotracers that are triggered by different wavelengths.
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Fig. 1  A schematic representation of the generation of photoacoustic signals via thermoelastic expansion 
(left) and vaporization (right). 
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favorable from a thermodynamic point of view23, 24. Chen 
et al. (2010)21 reported that surface coated nanorods can 
melt to form spheres below 100 °C to 250 °C, depending 
on their surface coating.

Phase Changing Nanodroplets

So far, only solid nanoparticles that rely on thermoelas-
tic expansion to generate photoacoustic signals have 
been discussed. Unfortunately, the conversion efficiency 
from optical to acoustic energy through thermoelastic 
expansion is usually low, e.g., 10-6. The use of photo-
acoustic agents in the form of nanodroplets that undergo 
phase change upon illumination, generating a strong 
photoacoustic signal in the process, has been previously 
explored in the biomedical context. The generation of 
acoustic signals via liquid to gas phase change typically 
results in signals with a peak amplitude several orders of 
magnitude higher than through thermoelastic expansion. 

Phase changing nanodroplets for photoacoustic appli-
cations typically consist of optically absorbing elements 
(dyes or nanoparticles) suspended in a liquid droplet 
of a perfluorocarbon (PFC) compound stabilized with 
albumin, lipids, polymers, or a surfactant25, 26. The nano-
droplets are vaporized when the encapsulated absorbing 
elements convert electromagnetic energy to heat, rising 
the local temperature above the vaporization temperature 
of the PFC in the nanodroplet form. 

Multiple PFC compounds are available and the choice 
mostly depends on their boiling temperature. Most of the 
literature centers around low boiling temperature PFCs 
such as octafluoropropane (-39 °C), perfluorobutane (-2 
°C), perfluoropentane (29 °C), and perfluorohexane (56 
°C) because typical biomedical and biological applications 
do not involve high temperature. Subsequently, many oil 
and gas applications involve temperatures significantly 
higher, closer to 100 °C. Examples of PFCs with a higher 
boiling temperature include perfluorohexyl bromide (97 
°C), perfluorooctyl bromide (142 °C), and perfluoro-
15-crown-5-ether (146 °C). It should be noted that the 
likelihood of a droplet vaporizing depends on several 
factors, including droplet size, PFC boiling point, type 
of photoabsorber, local laser fluence, viscoelasticity of 
the medium, droplet shell composition, and ambient 
temperature27, 28. 

Wilson et al. (2012)25 reports on 200 nm diameter nan-
odroplets of perfluoropentane (29 °C) reaching 50 °C 
before undergoing vaporization. Similarly, Hannah et al. 
(2014)27 noticed that nanodroplets with a diameter average 
of 600 nm, of the same compound, remained in a liquid 
state at 37 °C. Sheeran et al. (2012)29 has shown that 
droplets of octafluoropropane (-36.7 °C) remain stable 
at 22 °C. Phillips et al. (2013)30 reports that nanodroplets 
with an average diameter of 240 nm made of a mixture 
of prefluorobutane (-2 °C) and perfluoropentane (29 °C) 
stable at 37 °C. This behavior can be partly explained 
by the Laplace pressure, which predicts that the pres-
sure inside the nanodroplets is higher than outside, as 
shown by Eqn. 9. 

The Clausiuse Clapeyron relation predicts that the tem-
perature at which a substance undergoes a phase transi-
tion is inversely proportional to the pressure it is subjected 

to. As the droplet size decreases, the Laplace pressure, 
due to the radial curvature, increases. Therefore, it is 
possible to have a PFC nanodroplet in a liquid state 
well above the boiling temperature of the bulk material, 
resulting in PFC cores that are superheated: 
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where R is the radius of the droplet and γ is the interfacial 
tension. We can readily see from Eqn. 9 that the Laplace 
pressure becomes significant for smaller droplets and at 
higher interfacial tensions. For the case of nanodroplets, 
the pressure inside the droplet can be several atmospheres 
higher than outside. Solving Eqn. 9 for the pressure 
inside the droplet, we reach the following expression:
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The Antoine equation can be used to estimate the 
temperature at which the droplet will vaporize given 
the increased pressure inside the droplet, as follows:
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where A, B, and C are component specific constants 
obtained empirically, and p is the pressure inside the 
droplet. 

For illustration purposes, Fig. 3 shows the vaporiza-
tion temperature predicted by the Antoine equation as 
a function of droplet size for multiple PFC compounds. 
The vaporization temperature increases with decreasing 
droplet size, regardless of the compound. This behavior 
is explained by an increase in the pressure inside the 
droplet with a decreasing diameter, as predicted by Eqn. 
10. As the droplet size is reduced, the change in boiling 
point becomes significant. For example, perfluorobutane 
(C4F10) as a bulk has a boiling temperature of -1.7 °C. 
The Antoine equation predicts that in the form of 100 
nm droplets, it will boil at close to 80 °C. 

There are many examples in the literature where the 
droplets vaporize well above the temperature predicted 
by Eqn. 1131. This suggests that the Laplace pressure is 
not the only mechanism preventing vaporization, and 
other factors, such as the viscoelasticity of the medium 
and droplet shell composition, seem to have a significant 
effect too31. It is also possible to tune the vaporization 
temperature by mixing different PFCs32, 33. 

The nanodroplets can also be designed to undergo 
vaporization upon excitation at very specific wavelengths 
by choosing the right absorbing elements. The most 
common absorbing elements are in the form of dyes 
or nanoparticles. Santiesteban et al. (2019)26 developed 
laser activated PFC nanodroplets that respond to dif-
ferent wavelengths by embedding either Epolight 9151 
(680 nm peak absorption) or Epolight 3832 (1,064 nm 
peak absorption), both commercially available dyes, 
into PFC nanodroplets. Similarly, Yoon et al. (2019)28 
encapsulated Epolight 9151 in liquid nanodroplets of 
perfluorohexane stabilized by a fluorosurfactant shell 
and obtained nanodroplets with a peak absorption at 760 
nm. Hallam et al. (2018)34 encapsulated Epolight 3072 dye 
within perfluorohexane droplets stabilized with Zonyl 
FSO fluorosurfactant to obtain nanodroplets with an 
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average diameter of 340 nm and peak optical absorption 
at 1,064 nm. Indocyanine green has also been used to 
activate nanodroplets in the near infrared region27. In a 
similar strategy, Zhang et al. (2019)35 encapsulated PFC 
nanodroplets using a lipid shell that contains cyanine 
7.5 to create photoacoustic nanodroplets with a peak 
absorption at 788 nm. 

An alternative strategy is to encapsulate nanoparticles, 
rather than dyes, to act as optical absorbers. Common 
materials include gold, lead sulfide, iron oxide, and sil-
ver25, 36. As previously shown, Fig. 2, the size and shape 
of the nanoparticles can be tuned to shift their peak 
optical absorption. Therefore, it is possible to tune the 
wavelength at which the nanodroplets activate. 

It has been shown that it is possible to recondense the 
nanodroplets after activation28, 34. The recondensation 
depends on multiple parameters, including the core type, 
droplet size, photoabsorber type, optical fluence, tempera-
ture, acoustic pressure, and viscoelasticity of the medium. 
In general, if the temperature of the medium containing 
the nanodroplet is above its boiling temperature, the 

nanodroplets will recondense and will undergo a gas-liq-
uid phase change. This can be advantageous because it 
means the measurements are repeatable34.

Excitation Source
For a sample to emit a photoacoustic signal, it must be 
illuminated with light. The light sources can be classified 
based on their excitation mode as continuous wave or 
pulsed sources. Figure 4 shows a schematic representation 
of what the excitation and the generated photoacoustic 
signal look like for continuous wave and pulsed sources. 
In continuous wave mode, the duty cycle is typically 
50%, and the signal is detected by a locked in amplifier 
and analyzed in the frequency domain37. Because of the 
large duty cycle, the boundary conditions of the cell 
containing the sample should be taken into consideration 
when analyzing the photoacoustic response2. The pulsed 
mode uses high peak intensity pulses of short duration 
with low duty cycles (usually less than 10-5), while the 
signal is detected by a transient digitizer and analyzed 
in the time domain37. Because of the low duty cycles, 
thermal diffusion effects can often be ignored, and in 

Fig. 3  The boiling temperature estimated using the Antoine equation as a function of droplet diameter. The area between the red solid lines 
represents the most common temperature range for subsurface operations.
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most cases, the cell containing the sample has no effect 
on the received signal, because the pulse is smaller than 
the cell dimensions2. 

Table 1 summarizes the main differences between the 
continuous wave and pulsed modes as well as their main 
applications. For the same average optical power, the 
pulsed mode typically yields higher peak pressure, and 
therefore, a higher detection sensitivity. We will focus 
on the pulsed mode because it is the one that provides 
higher detection sensitivity. 

When selecting the light source, it is important to con-
sider the light pulse width, the energy of the pulse, the 
repetition rate, wavelength, and spectral width. A lot of 
the literature for pulsed excitation describes the use of 
high power Nd:YAG lasers with wavelengths in the near 
infrared region (600 nm to 1,200 nm), because in this 
range, biological tissues exhibit low absorption38. These 
sources typically generate ns-wide pulses with mJ energy 
levels and peak power of several kW to MW38, 39. The 
pulse repetition rate is usually low, between 10 Hz to 30 
Hz. Consequently, the downside of lasers include their 
high cost, large size for portable applications, wavelength 
limitation, as well as the risk of exposure involved with 
its class-IV illumination38, 39. 

To overcome these limitations, the use of alternative 
light sources, such as laser diodes and light emitting 
diodes (LEDs) in photoacoustic applications has been 
recently explored. These systems are not only smaller 
and more cost-effective, but they are also more stable, 
require less maintenance and offer a much higher pulse 
repetition rate (up to several kHz). Unfortunately, their 
energy level is significantly lower than that of lasers (typ-
ically μJ to nJ) with typical peak powers of hundreds of 
watts, even when using an arrayed arrangement of LED 
elements to increase the energy level. 

Therefore, significant signal averaging is required to 
achieve a signal-to-noise ratio (SNR) similar to that 
obtained by high power laser sources. Agrawal et al. 
(2020)39 has shown that by averaging 2,560 signals ob-
tained using an LED-based source, they can achieve 
a SNR comparable to that obtained by a single signal 
from a laser source. 

Gaps and Challenges
It appears clear that the photoacoustic effect offers new 
opportunities for the oil and gas industry, especially 

in the form of a new class of nanotracers for subsur-
face characterization. Moreover, important gaps and 
challenges must be addressed before incorporating this 
technology into routine operations. As mentioned before, 
most of the research found in the literature was conduct-
ed in the biological context. As such, the nanoagents 
have been tested and optimized for biological systems. 
The downhole environment is generally harsher than 
that considered in biological applications due to higher 
temperatures (often above 90 °C) and salinity (200,000 
ppm or more). These conditions pose a challenge to the 
stability of the nanoagents. 

The examples presented here have not been tested 
under reservoir-like conditions. It is very likely that at 
least some of the nanoagents will not be stable at reservoir 
conditions in their current form. Fortunately, significant 
research has been conducted to develop strategies to sta-
bilize nanoparticles in solution for hydrocarbon reservoir 
applications. It is possible that some of these strategies 
can be applied to stabilize photoacoustic nanoagents. 

The transportability of the nanoagents at reservoir 
conditions needs to be tested too. The transport require-
ments for which these agents have been tested have to 
do with transport in living organisms under passive and 
active biological processes. Therefore, it remains to be 
determined how well these agents can transport through 
porous subsurface media. There is a large amount of lit-
erature discussing the transport of nanoparticles through 
porous media, and over the years, multiple strategies have 
been developed to improve their transport properties. 
It is very likely that some of these approaches will be 
required to achieve the desired transport properties of 
potential photoacoustic nanoagents depending on the 
specific reservoir conditions. The compatibility of poten-
tial nanoagents with reservoir fluids must be evaluated 
as well, to prevent any potential damage to the reservoir 
upon injection. 

Determining the lower detection limit for each of the 
potential nanoagents at operating conditions is also a 
requirement that will have an impact not only on the 
sensitivity of each nanotracer, but also on the economic 
viability. It is also important early on in the research 
phase to obtain the extinction spectrum for the produced 
fluids. This will help identify the wavelengths that will 
generate minimum background noise when exciting the 
photoacoustic nanoagents. 

Continuous Wave Pulsed

Duty cycle High Low

Sound generation 
efficiency Low High

Effect of boundaries Important Negligible

Main applications Spectroscopy, estimation of material 
thermal properties, flaw detection

Flow cytometry, photoacoustic 
tomography and microscopy,  

material characterization

Table 1  The comparison between continuous wave and pulsed sources.
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Some of the challenges that we can forecast include the 
photothermal stability when using solid nanoparticles. 
As discussed earlier, some nanoparticles change shape 
upon exposition to electromagnetic radiation. Therefore, 
their extinction spectrum may shift and no longer be 
triggered properly by the initial wavelength. In addition, 
if the extinction spectrum of the produced fluids is broad, 
that may limit the number of unique nanotracers that 
can be developed. The synthesis scale-up of each agent 
remains to be developed and may be challenging, de-
pending upon the complexity of the nanotracers. While 
biological applications require only small amounts of 
material, our operations will require a significantly larger 
amount. Therefore, simple and inexpensive synthesis 
approaches are desirable.

Conclusions
We have shown that properly engineered nanoparticles 
may serve as a new class of subsurface nanotracers de-
tected and quantified via the photoacoustic effect to aid 
hydrocarbon reservoir characterization. From the theoret-
ical analysis presented, we can conclude that nanoagents 
made of materials with high volumetric expansion and 
optical absorption, and low specific heat capacity increase 
the amplitude of the photoacoustic signal generated upon 
illumination. In addition, sources that generate narrow 
beams and short pulses increase the amplitude of the 
photoacoustic signal too. Therefore, these properties are 
desirable for a photoacoustic-based system. 

By conducting a literature review, we identified two 
classes of nanoparticles that we deem potential candi-
dates for subsurface operations. The first one is based 
on solid nanoparticles that generate photoacoustic sig-
nals via thermoelastic expansion. Multiple examples 
of solid nanoparticles for photoacoustic applications in 
the biological context are available. Their main advan-
tages are that they can be tuned to respond to different 
wavelengths and their surface can be functionalized to 
improve their stability and transportability and to provide 
additional capabilities. 

The second class of nanoparticles corresponds to phase 
changing nanodroplets. These agents consist of light 
absorbing elements encapsulated in liquid nanodroplets, 
typically made of a PFC compound. Upon illumination, 
the nanodroplets undergo a liquid to gas phase change 
and generate a strong photoacoustic signal. Their main 
advantages are that the amplitude of the photoacoustic 
signal generated through vaporization can be several 
orders of magnitude higher than through thermoelastic 
expansion. In addition, the vaporization temperature can 
be tuned by choosing the appropriate PFC compound 
or by mixing multiple compounds. 

Most of the research on photoacoustic nanoparticles 
available in the literature was conducted for biological 
applications. As such, the nanoparticles have been de-
signed and optimized to function in conditions relevant 
to biological systems. The high salinity and temperature 
typically present in hydrocarbon reservoirs poses a chal-
lenge for which such nanoparticles were not originally 
designed. Therefore, the qualification of the different 
photoacoustic nanoparticles for hydrocarbon reservoir 

applications remains an area of research. It is very likely 
that additional efforts will be required to make sure 
the nanoparticles are stable at high temperature and 
salinity, and that they can transport efficiently through 
the subsurface.

At the time of this writing, no other study investigat-
ing the feasibility of using photoacoustic nanoparticles 
for tracer applications was found. Our work paves the 
way for a new class of passive tracers for oil reservoirs. 
Photoacoustic nanotracers are easy to detect and quantify 
and are therefore suitable for continuous in-line moni-
toring, contributing to the ongoing real-time data efforts 
in the oil and gas industry. 
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Multiphase electric submersible pumps (ESPs) are used to produce gas and liquid in wells with high gas 
content. These pumps are operated at different speeds, and designed to handle flows with various gas 
volume fractions (GVFs). This study uses gas-liquid dimensionless parameters to obtain and compare 
the performance of conventional multiphase pumps. Knowledge of such techniques is important for 
production engineers, field operators, and application engineers to ascertain pump performance for 
given gas-liquid operating conditions.

The gas-liquid performance data for two multiphase pumps with 8.00” and 8.62” housing diameters 
were obtained from open literature. The inlet pressure, GVF and rotational speed ranges were 100 psig 
to 300 psig, and 0 to 0.57, and 3,000 revolutions per minute (rpm) to 3,600 rpm, respectively. The total 
flow rates varied from 15,000 barrels per day (bpd) to 60,000 bpd. The Euler turbomachinery principles 
for gas-liquid flows were applied to the data to obtain required dimensionless parameters and two-phase 
dimensionless performance curves for the pumps. The method was tested using dimensionless curves 
for a given operating condition to obtain pump performance at another operating condition.

The results showed that for each rotational speed, the difference in dimensionless pressure between 
the multiphase pump discharge and inlet decreased with an increasing mass-quality-weighted volume 
flow rate. For each of the weighted volume flow rates, the difference in pump discharge and inlet dimen-
sionless pressures decreased with increasing GVF. The decrease in GVF can range between a factor of 
3 and 4, depending on the magnitude of the weighted volume flow rate. 

Using the 3,000-rpm data, a two-phase (gas-liquid) dimensionless performance curve was obtained 
for one of the multiphase pumps with intake GVFs and the dimensionless volume flow rate parameter 
the independent variables. The curve was used to estimate pump performance at 3,600 rpm for each 
GVF, and then compared with the actual reference test data. For the second multiphase pump, two data 
sets at different pressures were used to obtain the effects of intake pressure. The performance for this 
multiphase pump was a function of dimensionless volume flow rate, intake GVF and intake gas-liquid 
density ratio (DR). The maximum error in the estimated performance data was within 7%. Overall, the 
performance of multiphase pumps can be estimated using the technique in this study for the flow con-
ditions analyzed. 

This study highlights the importance of obtaining dimensionless two-phase performance characteris-
tics of multiphase pumps. Given that these pumps are frequently used in oil field production operations, 
the capability to determine the pressure boosting performance of the pumps — for given operating 
conditions — is important to field operating personnel and design engineers. This knowledge benefits 
the operator to optimally produce hydrocarbons from high gas content wells and maximize the econom-
ic bottom line from the field asset.

Establishing and Estimating Gas-Liquid Performance 
Characteristics of Multiphase Pumps
Dr. Chidirim E. Ejim

Abstract  /

Introduction
Electric submersible pumps (ESPs) are artificial lift systems primarily used to lift pure liquids or low gas content 
liquids in downhole or surface operations. The pumping section of an ESP is comprised of a rotating rotor (or 
impeller) and a stationary diffuser. The rotor and diffuser assembly is called a pump stage. The rotors add kinetic 
energy to the fluid, and the diffusers convert the kinetic energy to pressure energy. The total pressure energy from 
the ESP is typically the sum of the pressure energy from each pump stage in the pumping section.

Gas typically comes out of a solution in production scenarios, where the pressure falls below the bubble point 
pressure. When this occurs, for a given ESP with rotors rotating at a given revolution per minute (rpm), the per-
formance of the ESP is affected by the intake pressure and intake gas volume fraction (GVF). The GVF is defined 
as the volume of free gas to the total volume of free gas and liquid at a given temperature and pressure. Higher 
magnitudes of GVF degrades pump performance to a point where liquid cannot be transported by the pump. 
This condition is known as gas lock1.
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To facilitate production in high GVF conditions, mul-
tiphase pumps are one of the gas handling devices that 
may be installed upstream of a standard ESP. Multiphase 
pumps come in different designs, which include the cen-
trifugal and helico-axial types. A split vane impeller pump 
(SVIP) is an example of a centrifugal type multiphase 
pump. Its rotors are constructed to prevent accumulation 
or formation of gas pockets within its vane cavities and 
also facilitate fluid pressure distribution. A helico-axial 
pump (HAP) is a type of multiphase pump. Its rotors are 
designed to reduce gas-liquid separation, and improve 
gas-liquid mixing to prevent gas lock. The GVF limits of 
the SVIP and HAP are up to 0.70 and 0.75, respectively1.

Obtaining dimensionless performance curves for mul-
tiphase pumps is important to ascertain their behav-
ior. Such performance curves follow affinity or scaling 
laws common in pumping applications for single-phase 
flows2, which are fundamentally obtained from the Euler 
turbomachinery equation3. Patil et al. (2019)4 presented 
work related to obtaining performance curves related to 
multiphase flows. They tested a four-stage, 8.62” outside 
diameter (OD) HAP at 3,000 rpm and 3,600 rpm using 
air and water, as well as air and a higher viscosity liquid. 
The pump intake pressures were between 40 psi to 300 
psi, the water volume flow rate was in the range 10,000 
barrels per day (bpd) to 45,000 bpd, and the range of 
intake GVF was from 0 to 0.5. 

Flow coefficients were obtained using the total gas and 
liquid volume flow rates. Subsequently, they achieved 
collapse of test data points by introducing an exponent, 
which was a function of rotational speed and GVF. They 
cited analysis of two-phase data of other pump types, 
which was required for further improvement and devel-
opment of their technique.

Morrison et al. (2014)5 presented the performance 
evaluation of a multiphase pump by testing a three-
stage 8” diameter SVIP using air and water. The SVIP 
was operated at 3,000 rpm, 3,300 rpm, and 3,600 rpm 
with water volume flow rates varying from 15,000 bpd 
to 50,000 bpd. The pump intake pressures were kept 
constant at 100 psig, 200 psig, and 300 psig, and the 
intake GVF varied from 0 to 0.57. 

The results presented in their work included variation of 
pump pressure boost vs. volume flow rate, among other 
data. Subsequently, their results were not presented in 
dimensionless form to investigate the conformance of 
the test data with scaling or affinity laws related to a 
multiphase pump operating with gas and liquid as the 
working fluid. 

This study involves obtaining the dimensionless re-
lationship of multiphase pumps by revisiting the Euler 
turbomachinery equation to obtain dimensionless pa-
rameters that may be applied to multiphase flows. These 
dimensionless parameters will be computed using the 
SVIP and HAP test data from the reference literatures 
previously cited. Another goal of this work is to obtain a 
performance equation for the SVIP and HAP. Such equa-
tions are useful to determine the pump pressure boost 
for a given pump type and multiphase flow condition. 
These equations also aid in understanding parameters 

required to improve pump design and increase the op-
erating envelope of a multiphase pump. This ultimately 
benefits the production engineer, operator, and other 
field asset stakeholders. 

Theory
Original Form of Performance Equation

Obtaining the performance relationship of centrifu-
gal machines requires applying the steady flow energy 
equation (or law of conservation of energy) and the law 
of conservation of momentum to the machine’s control 
volume. The governing equations are subsequently de-
termined by equating like terms from the above-men-
tioned equations, which gives the Euler turbomachinery 
equation. In developing the equation for the ideal (Euler) 
two-phase pump head, Poullikkas (1992)6 applied the 
following assumptions to the steady flow energy equation:

•	 The flow is frictionless and steady.
•	 Liquid and gas trajectories are identical; therefore, 

the control volume is bounded by two streamlines.
•	 The gas phase is a perfect gas. 
•	 The fluids are undergoing an isothermal process.
•	 The mixture is compressible and noncondensable, 

i.e., no mass transfer between gas and liquid.
Upon simplification, the ideal (Euler) two-phase pump 

head was derived, Eqn. 1:
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

	 1

where HE_2ph = Euler (or Ideal) two-phase pump head, 
P = absolute mixture pressure, g = acceleration due to 
gravity, ρm = mixture density, x = mixture quality, i.e., 
ratio of gas mass flow rate to total mass flow rate of gas 
and liquid, VL = liquid velocity, VG = gas velocity, R 
= characteristic gas constant = (287 J/kgK for air), T 
= absolute temperature of the gas, GVF = ratio of gas 
volume flow rate to total volume flow rate of gas and 
liquid, and ρL = liquid density.

For a homogeneous gas-liquid mixture, 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

	 2
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1
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(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1
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( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

	 3

where subscripts 1 and 2 denote pump intake and dis-
charge conditions, respectively.

In addition to the previously highlighted assumptions, 
the following additional assumptions were applied by 
Poullikkas (1992)6 to the rotor using the law of conser-
vation of momentum:

•	 The trajectory of liquid and gas phases are parallel 
to the rotor blades, i.e., 1D flow.

•	 The rotor has an infinite number of blades with zero 
thickness.

•	 The liquid and gas phases enter and leave the rotor 
with identical relative angle or negligible difference 
in relative angles.

Delete CYAN border!

Delete CYAN border!
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After simplification, the corresponding equation for 
the Euler (or Ideal) two-phase pump head was given by:
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
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𝑃𝑃1
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𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2
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𝑅𝑅𝑅𝑅                   (3) 
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)]                     (4) 
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2  2𝜋𝜋𝜋𝜋

60 ) 
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( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
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}]                     (5) 
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𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1
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(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1
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( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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where, U = rotor peripheral speed = 
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}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
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𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

, N is the 
rotor’s rpm, QL = liquid volume flow rate, QG = gas 
volume flow rate, D = rotor diameter, b = rotor blade 
height, and β = rotor blade angle.

Equations 1 and 4 may be equated together to obtain 
an ideal performance equation for the multiphase pump.
Reduced Form of Performance Equation

The form of Eqns. 1 and 4 has many parameters, which 
can render an analysis cumbersome. In this study, the 
parameters were reduced by applying approximations 
based on knowledge of pump design fluid hydraulics 
and typical pump test conditions as seen in practice.

In typical pump tests, inlet and discharge pipe diam-
eters are typically of the same size. As such, at the pipe 
locations were pressure traps were made to measure 
pressure data across the pump, the liquid velocity head 
difference between the pump intake and discharge is 
negligible. Similarly, the gas velocity head difference 
between the pump intake and discharge is also negligible. 
Therefore, in Eqn. 1, 
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(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

 and 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

. 
In classical pump designs, fluid entry at the pump inlet is 

typically designed for zero or negligible inlet swirl velocity. 
Applying this to the liquid and gas phases, the second 
term on the right-hand side of Eqn. 4 is approximately 
zero. Applying these two approximations highlighted so 
far to Eqns. 1 and 4, equating them and then simplifying 
them provides the following: 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

	 5

Equation 5 shows that the mass weighted flow rates of 
the gas and liquid are required to ascertain the perfor-
mance of the two-phase pump. Note that substituting x 
= 0 into Eqn. 5 reduces it to the Euler turbomachinery 
equation for single-phase flow. 

For Eqn. 5:
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

	 6

where, ∆P is the pressure boost (or pressure rise) provided 
by the pump. As defined previously, 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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From the ideal gas equation,
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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where, mG is the gas mass flow rate.
From Eqns. 2 and 3, and 5 to 8, it is evident that implicit 

computations are required to obtain ∆P for a given flow 
condition of gas and liquid.

Equation 5 may be rewritten in the form as shown 
in Eqn. 9: 
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 
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where,
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 

 

𝑃𝑃2 = 𝑃𝑃1 + ∆𝑃𝑃                     (6) 

 

𝐺𝐺𝐺𝐺𝐺𝐺 = 𝑄𝑄𝐺𝐺
𝑄𝑄𝐿𝐿+𝑄𝑄𝐺𝐺

                (7) 

 

𝑄𝑄𝐺𝐺2 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃2

 = 𝑚𝑚𝐺𝐺𝑅𝑅𝑅𝑅
𝑃𝑃1+∆𝑃𝑃              (8) 

 

* = 1 - *   (9) 
 

∗ = Dimensionless pressure difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]    (10) 
 
∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2
               (11) 

 Dimensionless pressure difference per stage,
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𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = ( 𝑃𝑃2
𝑔𝑔𝑔𝑔𝑚𝑚2

− 𝑃𝑃1
𝑔𝑔𝑔𝑔𝑚𝑚1

) + (1 − 𝑥𝑥) (𝑉𝑉𝐿𝐿2
2 −𝑉𝑉𝐿𝐿1

2 )
2𝑔𝑔  + 𝑥𝑥 (𝑉𝑉𝐺𝐺2

2 −𝑉𝑉𝐺𝐺1
2 )

2𝑔𝑔  +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑔𝑔 ln 𝑃𝑃2

𝑃𝑃1
                     (1) 

 

𝜌𝜌𝑚𝑚1 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺1)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺1
𝑃𝑃1
𝑅𝑅𝑅𝑅                   (2) 

 
𝜌𝜌𝑚𝑚2 = (1 − 𝐺𝐺𝐺𝐺𝐺𝐺2)𝜌𝜌𝐿𝐿 + 𝐺𝐺𝐺𝐺𝐺𝐺2

𝑃𝑃2
𝑅𝑅𝑅𝑅                   (3) 

 

𝐻𝐻𝐸𝐸_2𝑝𝑝ℎ = 1
𝑔𝑔 [(𝑈𝑈2

2 − 𝑈𝑈2{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺2}
𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

) + (𝑈𝑈1
2 − 𝑈𝑈1{(1−𝑥𝑥)𝑄𝑄𝐿𝐿 −𝑥𝑥𝑄𝑄𝐺𝐺1}

𝜋𝜋𝐷𝐷1𝑏𝑏1𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽1
)]                     (4) 

 

(𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 ) 

 

(𝑉𝑉𝐿𝐿2
2 − 𝑉𝑉𝐿𝐿1

2 ) ≈ 0 

 

(𝑉𝑉𝐺𝐺2
2 − 𝑉𝑉𝐺𝐺1

2 ) ≈ 0 

 

( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) +  𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 = [1 − {(1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

}]                     (5) 
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Procedure
To obtain the Ψ* vs. Φ* performance curves, multiphase 
test data available from open literature was used. It is 
assumed that the gas and liquid in these multiphase 
pumps are thoroughly mixed in accordance with good 
gas handling capabilities. It is also assumed that this 
well mixed fluid undergoes an isothermal process during 
the pumping process because of the significantly higher 
heat capacity of the liquid compared to the gas. The 
different steps of the procedure used in this study are 
presented next.
Data Gathering

One of the data sets used was from the SVIP tests per-
formed by Morrison et al. (2014)5. For this study, the 
data obtained was for rotational speeds of 3,000 rpm, 
3,300 rpm, and 3,600 rpm for liquid flow rates at 15,000, 
20,000, 25,000, 30,000, 35,000, 40,000, 45,000, and 
50,000 bpd. The data was also obtained for pump intake 
pressures at 100 psig, 200 psig, and 300 psig, and intake 
GVFs of 0, 0.04, 0.08, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 
0.40, 0.45, 0.50, 0.55, and 0.57. In all, there were a total 
of 510 data points.

A second data set was obtained from the HAP tests by 
Patil et al. (2019)4, using air and water (with a viscosity of 
1 mPa-s) as the operating fluid. The available data was 
only at 200 psig intake pressure and for rotational speeds 
at 3,000 rpm and 3,600 rpm. The volume flow rate data 
obtained varied from 10,000 bpd to about 45,300 bpd, 
and the intake GVFs obtained were at 0, 0.15, 0.30, and 
0.35. There was a total of 40 test data points. 

No specific intake temperature was cited by Patil et al. 
(2019)4. Moreover, given that the fluid used was water 
with absolute viscosity of 1 mPa-s, the corresponding 
water temperature (from fluid tables) is approximately 
20 °C (68 °F). From their tests, the liquid (water) tem-
perature was maintained below 38 °C (100.4 °F). It can 
be assumed that the range of the test temperature was 
between 20 °C and 38 °C. For analysis in this study, the 
intake temperature may be taken as the average of this 
range, i.e., 29 °C (84.2 °F). The corresponding water 
density at this temperature is about 996 kg/m3. 

The test temperature was not cited in the work by 
Morrison et al. (2014)5. To analyze the test data in this 
study5, the intake temperature and water density will be 
taken as 29 °C (84.2 °F) and 996 kg/m3, respectively. 
Note that overall, due to the small percentage change 
in water density at the low range of pump test tempera-
tures, the difference in liquid density does not affect the 
outcome of this work. 
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Determining Rotor and Blade Dimensions
Rotor OD
The HAP rotor’s OD4 was cited as equal to 6.693”. The 
rotor’s OD was not explicitly stated in Morrison et al. 
(2014)5. To estimate the OD, single-phase test data for an 
SVIP tested by Morrison et al. (2018)7 was used. In one 
of the 3,600 rpm test data using water of 1 cP absolute 
viscosity, the head coefficient and head per stage were 
read off as 0.315 and 146.2 ft, respectively. From pump 
hydraulics, the corresponding rotor’s OD was computed 
to be 7.781”. 
Rotor Tip Blade Angle (β2) and Rotor Tip Blade Height 
(b2)
From Eqn. 11, knowledge of β2 and b2 is required to 
compute Φ*. These geometric parameters were not 
stated in the work by Patil et al. (2019)4 and Morrison 
et al. (2014)5, and the information is not available in the 
public domain. It was possible to compute the product 
b2 tanβ2 for each multiphase pump. This term is con-
stant for each pump since it is a geometric parameter 
specific to that pump design. To determine the magni-
tudes of b2 tanβ2, single-phase (liquid only) data for each 
multiphase pump test was used. For single-phase, x = 0 
(i.e., no gas) was substituted into Eqns. 10 and 11. Based 

on Eqn. 9, a graph of 
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, with the former and latter terms as the dependent 
and independent variables, respectively. The graphs for 
each multiphase pump showed a negatively sloping linear 
line. The reciprocal of the slope of this line gave the 
term b2 tanβ2. The corresponding magnitudes of b2 tanβ2 
for the SVIP and HAP were estimated as 0.04032 m 
and 0.01033 m, respectively. 
Multiphase Pump Performance Curves
With the flow and geometric data obtained for both 
the SVIP and HAP, graphs of Ψ* vs. Φ* were plotted 
using Eqns. 10 and 11. After comparing the plots for each 
multiphase pump, based on the data consistency, a rep-
resentative performance curve for each multiphase pump 
was obtained using multiple linear regression analysis. 
The dependent variable was Ψ* , and the independent 
variables were Φ*, GVF1, and intake gas-liquid density 

ratio (DR1). Here, DR1 = 
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* = A + B(*) + C(*)2 + D(GVF1) + E(GVF1)2 + F(GVF1)3 + G(DR1) + H(DR1)2            
(12) 
 

* = 0.5863 - 1.0377* - 3.6835(GVF1)2 + 6.3684(GVF1)3               (13) 

 

 

 

∗ = Dimensionless Pressure Difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) + 𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]   (A1) 
 

∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

              (A2) 
 

𝑈𝑈 = (𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 )                  (A3) 
 

(∗)′ =
[( 𝑃𝑃2

𝜌𝜌𝑚𝑚2
− 𝑃𝑃1

𝜌𝜌𝑚𝑚1
)  +   𝑥𝑥𝑥𝑥𝑥𝑥 ln𝑃𝑃2

𝑃𝑃1
    ]

𝑁𝑁2𝐷𝐷2
2                    (A4) 

 
(∗)′ = (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑁𝑁𝐷𝐷2
3            (A5) 

, with ρG1 being the 
gas density at the pump intake. 

For the SVIP, a data set at 3,000 rpm and 100 psig 
intake pressure, and a data set at 3,600 rpm and 300 psig 
intake pressure, were used to develop the representative 
performance curves. There was a total of 131 data points. 
The same procedure was performed for the HAP but 
using only the data at 3,000 rpm and 200 psig intake 
GVF, which were a total of 17 data points. 

In all the analysis, the p-values of the regression coeffi-
cients were less than the required 5% significance level. 
This criterion indicated that the regression coefficients 
were not equal to zero, and were therefore statistically 
significant. The corresponding adjusted R2 (coefficient 
of determination) were presented to show how much of 

the independent variables explains the change in the 
dependent variable. For both multiphase pumps, the 
performance curves were tested using the remaining 
test data (not used in obtaining the performance curve) 
to quantify how well the curves could estimate Ψ* . The 
parameters used to ascertain this goodness of fit were 
the R2 value and Root Mean Square Error (RMSE). 

Results
SVIP — Multiphase Performance Curve Comparisons 
at 100 psig Intake

Figure 1 shows the variation of Ψ* vs. Φ* for the liquid 
only test (GVF1 = 0) at an intake pressure of 100 psig. 
Comparison is made for rotating speeds of 3,000 rpm 
and 3,600 rpm. The figure shows for each rotational 
speed, Ψ* decreases with increasing Φ*, which is typical 
of centrifugal machines. The trend is approximately lin-
ear. At 3,000 rpm, Ψ* decreases from about 0.30 to 0.21 
with corresponding Φ* from 0.04 to 0.12, respectively. 
For the 3,600 rpm data, the range of Ψ* was from 0.31 
to 0.25, with corresponding Φ* values of 0.03 to 0.10, 
respectively. The figure also shows that the plots for both 
operating speeds collapse on one another indicating that 
the pump obeys the classical pump scaling or affinity 
laws for single-phase flow.

Figure 2 shows data for GVF1 = 0.15. The increase in 
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Fig. 1  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0). 
 
 
 

 
 
Fig. 2  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.15). 
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Fig. 1  The SVIP Ψ* vs. Φ* plot at different speeds (intake pressure = 100 psig;  
GVF1 = 0).
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Fig. 1  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0). 
 
 
 

 
 
Fig. 2  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.15). 
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Fig. 2  The SVIP Ψ* vs. Φ* plot at different speeds (intake pressure = 100 psig;  
GVF1 = 0.15).
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the amount of gas into the pump results in a decrease 
in Ψ* compared to the single-phase data (GVF1 = 0) in 
Fig. 1. The magnitude of Ψ* for the SVIP varied from 
approximately 0.24 to 0.15, for corresponding Φ* of 
about 0.03 to 0.10, respectively. It is evident from the 
figure that the 3,000 rpm and 3,600 rpm data all still 
collapse on one another for GVF1 = 0.15. This continues 
to indicate that the SVIP follows the affinity or scaling 
laws in accordance with the terms in Eqns. 10 and 11.

Figures 3, 4, and 5 show the results for GVF1 of 0.30, 

0.35 and 0.45, respectively. For each of the plots, Ψ* 
continues to decrease with increasing GVF1. In addi-
tion, the range of Φ* over which the SVIP can operate 
continues to decrease. For example, at GVF1 = 0.45, Ψ* 
decreases to as low as 0.05 for Φ* of about 0.03 to 0.04. 
This is more than six times less than the maximum value 
observed for the single-phase plot in Fig. 1.

The figures also show that for all these intake GVFs, 
the data at 3,000 rpm and 3,600 rpm all continue to 
collapse on one another. Therefore, for the entire intake 
GVF ranges from 0 to 0.45, which were the only available 
data for this study, the SVIP performance follows the 
scaling or affinity law using the terms in Eqns. 10 and 
11. This was irrespective of the 3,000 rpm or 3,600 rpm 
rotational speed.
SVIP — Multiphase Performance Curve Comparisons 
at 100 psig and 300 psig Intake Pressure

Figures 6 to 10 compare the plots of Ψ* vs. Φ* at an intake 
pressure of 100 psig with those at an intake pressure of 
300 psig for intake GVFs 0, 0.15, 0.30, 0.35, and 0.45. 
From Fig. 6, for GVF1 = 0, the decreasing trend of Ψ* 
with increasing Φ*, is evident for the 300 psig intake 
pressure, similar to the plot in Fig. 1. There is a negligible 
difference in the magnitude of Ψ* for the same values of 
Φ* for both intake pressures. Overall, the data for the 
300 psig intake pressure for both rotational speeds shows 
the collapse on one another, similar to the data in Fig. 1.

Figure 7 shows the comparison at GVF1 = 0.15. The 
plots for the intake pressure at 300 psig again collapse on 
one another. The magnitude of Ψ* at an intake pressure 
of 300 psig and GVF1 = 0.15 were less than those of the 
same intake pressure and GVF1 = 0, just as observed 
for the data at an intake pressure of 100 psig. There is, 
however, a difference in the magnitude of Ψ* between 
the intake pressures of 100 psig and 300 psig at the same 
rotational speed and the same range of Φ*. For example, 
at 3,600 rpm and an intake pressure of 300 psig, the range 
of Ψ* is from approximately 0.25 to 0.18. Subsequently, 
for the 3,600 rpm and 100 psig intake pressure, Ψ* var-
ies from approximately 0.23 to 0.15. This plot indicates 
that for the same rotational speed and intake GVF, a 
higher intake pressure increases the magnitude of Ψ* 
for a given range of Φ*.

The Ψ* vs. Φ* plots in Figs. 8 to 10 for the test data at an 
intake pressure of 300 psig all show similar comparison 
trends as previously discussed. The magnitude of Ψ* 
decreases as the intake GVF increases. The magnitude 
of Ψ* at GVF1 = 0.45 was approximately 0.07 for the 
300 psig intake pressure test compared to a maximum 
value of about 0.31 for the same intake pressure and 
GVF1 = 0. This reduction was more than a factor of 4. 
In each case, the corresponding Ψ* for the tests at an 
intake pressure of 300 psig were higher than those for 
the 100 psig intake pressure. Overall, it shows that for 
a given rotational speed, intake GVF, and a range of 
Φ*, having a higher intake pressure increases the value 
of Ψ* from the pump. Furthermore, with the collapse 
of the test data on one another for the 300 psig intake 
pressure, the SVIP also follows the scaling or affinity 
laws using the terms in Eqns. 10 and 11. 
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Fig. 3  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.30). 

 
 
 

 
 
Fig. 4  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.35). 
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Fig. 3  The SVIP Ψ* vs. Φ* plot at different speeds  
(intake pressure = 100 psig; GVF1 = 0.30).
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Fig. 3  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.30). 

 
 
 

 
 
Fig. 4  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.35). 
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Fig. 4  The SVIP Ψ* vs. Φ* plot at different speeds  
(intake pressure = 100 psig; GVF1 = 0.35).
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Fig. 5  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.45). 
 
 
 
 

 
 
Fig. 6  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0). 
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Fig. 5  The SVIP Ψ* vs. Φ* plot at different speeds  
(intake pressure = 100 psig; GVF1 = 0.45).
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The data at 3,300 rpm, as well as the data at an intake 
pressure of 200 psig were not presented in this article for 
brevity. The same trends seen in the results previously 
discussed were also observed. Therefore, the scaling law 
behavior of the SVIP was consistent at rotational speeds 
of 3,000 rpm, 3,300 rpm, and 3,600 rpm, for each of 
the 100 psig, 200 psig, and 300 psig intake pressures 
and for the GVFs analyzed in this study.

HAP — Multiphase Performance Curve Comparisons 
at 200 psig Intake Pressure

Figures 11 to 14 compares the plots of Ψ* vs. Φ* at an 
intake pressure of 200 psig for GVF1 = 0, 0.15, 0.30, 
and 0.35 for the HAP. The data trend in Fig. 11 shows a 
nearly linear decrease in Ψ* as Φ* increases. This was 
also a similar trend for the SVIP at GVF1 = 0. From 
Fig. 11, the range of Ψ* was from 0.44 to 0.09 for the 

Fig. 6  The SVIP Ψ* vs. Φ* plot at different speeds and intake 
pressures (GVF1 = 0).
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Fig. 5  The SVIP Y* vs. F* plot at different speeds (intake pressure = 100 psig; GVF1 = 0.45). 
 
 
 
 

 
 
Fig. 6  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0). 
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Fig. 7  The SVIP Ψ* vs. Φ* plot at different speeds and intake 
pressures (GVF1 = 0.15). 
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Fig. 7  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.15). 
 
 
 
 

 
 
Fig. 8  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.30). 
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Fig. 8  The SVIP Ψ* vs. Φ* plot at different speeds and intake 
pressures (GVF1 = 0.30).
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Fig. 7  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.15). 
 
 
 
 

 
 
Fig. 8  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.30). 
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Fig. 9  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.35). 

 
 
 
 

 
 
Fig. 10  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.45). 
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Fig. 9  The SVIP Ψ* vs. Φ* plot at different speeds and intake pressures (GVF1 = 0.35).
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Fig. 9  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.35). 

 
 
 
 

 
 
Fig. 10  The SVIP Y* vs. F* plot at different speeds and intake pressures (GVF1 = 0.45). 
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Fig. 10  The SVIP Ψ* vs. Φ* plot at different speeds and intake pressures  
(GVF1 = 0.45).
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Fig. 11  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0). 
 
 
 

 
 
Fig. 12  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0.15). 
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Fig. 11  The HAP Ψ* vs. Φ* plot at different speeds (intake pressure = 200 psig;  
GVF1 = 0).
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corresponding Φ* range of 0.11 to 0.47. The collapsing 
of the test data for 3,000 rpm and 3,600 rpm at GVF1 = 
0 shows that the HAP obeys the scaling or affinity laws 
for single-phase flow (x = 0) in Eqns. 10 and 11.

Figure 12, for GVF1 = 0.15, also shows a collapse of data 
for the rotating speeds of 3,000 rpm and 3,600 rpm. For 
the most part, Ψ* decreases linearly with an increasing 
Φ*. The maximum magnitude of Ψ* is about 0.40, which 
is less than the results of 0.44 obtained for GVF1 = 0 in 

Fig. 11. The decrease in the magnitude of Ψ* is due to 
the corresponding increase in GVF1.

Figures 13 and 14 show a further decrease in the mag-
nitude of Ψ* . At GVF1 = 0.30, the maximum value was 
approximately 0.30, and then decreases to about 0.26 
at GVF1 = 0.35. In this case, the reduction in the value 
of Ψ* was more than 1.5 times the value at GVF1 = 0. 
Overall, for all the GVF1, the data at rotational speeds 
of 3,000 rpm and 3,600 rpm all collapse on one another. 
This indicates that the HAP at an intake pressure of 200 
psig also follows the scaling or affinity laws according 
to the terms in Eqns. 10 and 11.
SVIP — Representative Performance Curve and 
Comparative Tests

From the SVIP results discussed previously, it was as-
certained that for a given intake pressure and intake 
GVF, Ψ* varied with Φ*, and the test data all collapsed 
on one another irrespective of the rotational speed. This 
implies overall that Ψ* is a function of Φ*, GVF1, and 
P1. To capture the effect of intake pressure in a dimen-
sionless form, requires using the DR1 
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𝑃𝑃2 − 𝑃𝑃1
𝜌𝜌𝐿𝐿𝑈𝑈2

2  

 

𝑄𝑄𝐿𝐿 
𝑈𝑈2𝜋𝜋𝐷𝐷2

 

 

DR1 = 𝜌𝜌𝐺𝐺1
𝜌𝜌𝐿𝐿

 = 𝑃𝑃1
𝜌𝜌𝐿𝐿𝑅𝑅𝑅𝑅 

 

( 𝑃𝑃1
𝜌𝜌𝐿𝐿𝑅𝑅𝑅𝑅) 

 

* = A + B(*) + C(*)2 + D(GVF1) + E(GVF1)2 + F(GVF1)3 + G(DR1) + H(DR1)2            
(12) 
 

* = 0.5863 - 1.0377* - 3.6835(GVF1)2 + 6.3684(GVF1)3               (13) 

 

 

 

∗ = Dimensionless Pressure Difference per stage, [( 𝑃𝑃2
𝜌𝜌𝑚𝑚2𝑈𝑈2

2 − 𝑃𝑃1
𝜌𝜌𝑚𝑚1𝑈𝑈2

2) + 𝑥𝑥 𝑅𝑅𝑅𝑅
𝑈𝑈2

2 ln 𝑃𝑃2
𝑃𝑃1

 ]   (A1) 
 

∗ = Dimensionless volume flow rate, (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2
𝑈𝑈2𝜋𝜋𝐷𝐷2𝑏𝑏2𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽2

              (A2) 
 

𝑈𝑈 = (𝐷𝐷
2  2𝜋𝜋𝜋𝜋

60 )                  (A3) 
 

(∗)′ =
[( 𝑃𝑃2

𝜌𝜌𝑚𝑚2
− 𝑃𝑃1

𝜌𝜌𝑚𝑚1
)  +   𝑥𝑥𝑥𝑥𝑥𝑥 ln𝑃𝑃2

𝑃𝑃1
    ]

𝑁𝑁2𝐷𝐷2
2                    (A4) 

 
(∗)′ = (1−𝑥𝑥)𝑄𝑄𝐿𝐿 +𝑥𝑥𝑄𝑄𝐺𝐺2

𝑁𝑁𝐷𝐷2
3            (A5) 

, as one of 
the independent variables. 

As previously highlighted, multiple linear regression 
was applied on 131 data points consisting of the 100 
psig-3,000 rpm, and 300 psig-3,600 rpm. The resulting 
performance equation obtained for the SVIP is presented 
in Eqn. 12, with the corresponding coefficients in Table 1.
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The goodness of fit for Eqn. 12 showed that the adjusted 
R2 value was 0.9794. To gauge the accuracy of Eqn. 12, it 
was tested using 379 SVIP test data points, which were 
not used in obtaining Eqn. 12. 

The comparison is presented in Fig. 15, and shows 
that a high majority of the data estimated falls on the 
45° sloping line. The R2 value of the comparison plot 
was 0.9757, whereas the RMSE was 0.0118. Typically, 
the lower the RMSE value the better the equation is 
able to estimate the actual magnitude of a parameter. 
This indicates that the magnitude of Ψ* computed from 
Eqn. 12, matches well with the actual magnitudes of Ψ* 
obtained from the SVIP test. Therefore, Eqn. 12 is able 
to predict the Ψ* performance for the SVIP for the test 
conditions studied. 
HAP — Representative Performance Curve and 
Comparative Tests 

A similar procedure as for the SVIP was also performed 
for the HAP data. Since the available test data from litera-
ture was only at one intake pressure, analysis to ascertain 
intake pressure effects could not be performed. For the 
HAP, multiple linear regression was applied on 17 data 
points from the 200 psig-3,000 rpm data set to obtain 
the performance curve for the range of flow conditions 
in the HAP tests. Equation 13 shows the relationship.
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The goodness of fit for Eqn. 13 gave an adjusted R2 
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Fig. 11  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0). 
 
 
 

 
 
Fig. 12  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0.15). 
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Fig. 12  The HAP Ψ* vs. Φ* plot at different speeds  
(intake pressure = 200 psig; GVF1 = 0.15).
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Fig. 13  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0.30). 
 
 
 
 

 
 
Fig. 14  The HAP Y* vs. F* plot at different speeds (intake pressure = 200 psig; GVF1 = 0.35). 
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Fig. 14  The HAP Ψ* vs. Φ* plot at different speeds  
(intake pressure = 200 psig; GVF1 = 0.35).
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value of 0.9861. Equation 13 was tested using 23 actual 
data points from the HAP test operating at 3,600 rpm. 
These data were not used to develop Eqn. 13. 

Figure 16 shows the comparison plots, which also in-
dicate that a high majority of the estimated data fall 
on the 45° sloping line. The corresponding R2 value 
for the comparison plot was 0.9686, with a RMSE of 
0.0184. This implies that Eqn. 13 is able to predict the 
performance of the HAP for the test conditions studied. 
Field Application of the Representative Performance 
Curves

Application of either Eqns. 12 and/or 13 to determine 
∆P (= P2 – P1) in field operations is highlighted here for 
the benefit of operators or asset stakeholders. The basic 
steps are as follows for a given D2 and b2tanβ2 of a specific 
multiphase pump.
Step 1:	Determine flow parameters Q1, ρL, mG, P1, T, and 

R and operating rotational speed, N.
Step 2:	Select an initial ∆P value.
Step 3:	Compute x, ρG1, ρG2, QG1, QG2, ρm1, ρm2, GVF1, 

GVF2, U2, DR1, Φ*, and Ψ* . 
Step 4:	Substitute the required dimensionless parameters 

into Eqns. 12 or 13.
Step 5:	Compare magnitudes of the left-hand side and 

right-hand side of Eqns. 12 or 13. If different, 
return to Step 2 and increase or decrease ∆P.

Step 6	 (as required): Repeat Steps 3 to 5, until the mag-
nitudes of the left-hand side and right-hand side 
of Eqns. 12 or 13 are equal. The corresponding 
value of ∆P when this condition is met is the 
pressure boost of the multiphase pump for the 
flow conditions being analyzed.

An alternate computation of dimensionless pressure 
difference and dimensionless flow parameters may also 
be used to arrive at the main objective of this work. This 
is presented in the Appendix for brevity.

Summary and Conclusions
This study was about applying the Euler turbomachin-
ery equation to obtain the performance characteristics 
of multiphase pumps. Test data for an SVIP and HAP 
obtained from literature were used to test the effective-
ness of the performance relationship. The range of test 
conditions were intake pressures of 100 psig to 300 psig, 
0 to 0.57 intake GVF, rotational speeds of 3,000 rpm 
to 3,600 rpm, and a liquid volume flow rate of 10,000 
bpd to 50,000 bpd. 

The results showed that for the dimensionless pressure 
difference and mass weighted dimensionless flow parame-
ters used, given intake pressure and intake GVF, the data 

points for the different speeds collapsed on one another. 
This indicated that the performance of the multiphase 
pumps matches the scaling or affinity law based on the 
dimensionless terms presented in this study. The data 
also showed that for a given rotational speed, intake GVF 
and range of mass weighted dimensionless flow rates, 
higher intake pressures resulted in a higher dimensionless 
pressure difference from the multiphase pumps.

Based on the consistent trend and data collapse in the 
dimensionless parameters, a performance equation was 
developed for the SVIP and HAP by performing multiple 
linear regression analysis. The dimensionless pressure 
difference was a function of the dimensionless volume 
flow rate, intake GVF, and intake DR. The performance 
equations had a high goodness of fit with adjusted R2 
values of 0.9794 and 0.9861 for the SVIP and HAP 

A B C D E F G H

0.2694 1.2761 -15.5848 -0.2135 -2.1310 3.0705 -2.7020 129.6344

Table 1  The regression coefficients from the SVIP data analysis.

Fig. 15  Comparing the actual and the calculated Ψ* using SVIP test data.

 

 

 
  

Saudi Aramco: Company General Use 

 

 
 
Fig. 15  Comparing the actual and the calculated Y* using SVIP test data. 
 
 
 

 
 
Fig. 16  Comparing the actual and the calculated Y* using HAP test data. 
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Fig. 16  Comparing the actual and the calculated Ψ* using HAP test data.
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equations, respectively.
After obtaining the performance equation for each 

multiphase pump, the equations were tested by comparing 
the computed dimensionless pressure difference with 
those from actual test data. About 379 test data points 
were used for the comparison for SVIP, and 23 test 
data points were used for the HAP. In all, the computed 
dimensionless pressure difference matched up well with 
the dimensionless pressure difference from the actual 
test. The R2 value and RMSE of the comparison plots 
for the SVIP was 0.9757 and 0.0118, respectively. The 
corresponding values for the HAP were 0.9686 and 
0.0184, respectively.

Finally, a step-by-step procedure of using the perfor-
mance equations for the multiphase pumps was pre-
sented. It required performing iterative computations, 
to determine the pressure boost of the multiphase pump 
for any given flow condition. This is because the pump 
discharge pressure is an implicit function of the gas vol-
ume flow rate and the dimensionless pressure difference 
developed by the pump. 

Using dimensional analysis to obtain performance re-
lationships for multiphase pumps is important in field 
operations. It may be used to determine different op-
erating conditions of the pump for a given set of pump 
operating parameters. A further advantage of dimen-
sionless parameters is that it helps to understand the 
different parameters that may be optimized during design 
to improve the pumping operation. Overall, these benefit 
the stakeholders of the field asset, facilitates efficient 
production from high gas content wells, and increases 
the economic bottom line for the operator.
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Nomenclature
b = Rotor blade height, L, m
D = Rotor diameter, L, m
g = Acceleration due to gravity, m/t2, m/s2

H = Head, L, m
m = Mass flow rate, m/t, kg/s
N = Rotational speed (rpm), 1/s
P = Absolute mixture pressure, m/Lt2, Pa 
Q = Volume flow rate, L3/t, m3/s
R = Characteristic gas constant, L2/t2T, J/kg K
T = Absolute gas temperature, K
U = Rotor peripheral speed, L/t, m/s
V = Velocity, L/t, m/s
x = Mixture quality
β = Rotor blade angle (°)
∆P = Differential pressure, m/Lt2, Pa
Φ* = Dimensionless volume flow rate
ρ = Density, m/L3, kg/m3

Ψ* = Dimensionless pressure difference per stage

Subscripts
E = Euler
G = Gas phase
L = Liquid phase
m = Mixture
1 = Intake
2 = Discharge
2ph = Two-Phase
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Appendix
All terms presented are as defined in the main article. 
It was stated previously that:
Ψ* = Dimensionless Pressure Difference per stage,
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Substituting Eqn. A3 into Eqns. A1 and A2, assuming 
geometrically similar machines, collecting constant terms 
and simplifying gives the following terms:
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For a given multiphase pump, D2 is constant. Equations 
A4 and A5 reduce to:
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Equations A8 to A12 can be used to substitute into 
Eqns. A4, A5, A6, or A7:
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Graphs of (Ψ*)" vs. (Φ*)” may be plotted for different 
intake GVFs and intake pressures. A set of performance 
curves, similar to Eqns. 12 and 13 in the main article, can 
be obtained, but with different regression coefficients. The 
step-by-step procedure highlighted in the main article 
can also be applied to these new sets of performance 
equations. Estimating ∆P requires the field engineer to 
only enter flow/operating parameters without needing to 
know the D2 and b2tanβ2 of the specific multiphase pump.
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