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New Navigation Techniques for Untethered Downhole Robots

Dr. Huseyin R. Seren, Dr. Max Deffenbaugh, Mohamed Larbi Zeghlache and Dr. Ahmed Y. Bukhamseen

Abstract

Following the Fourth Industrial Revolution, automation of oil and gas operations became a prime target. Various efforts have been put forward to create autonomous downhole tools, which can increase the time and cost efficiency while reducing health and safety hazards. Navigation of the autonomous tools remains as one of the high barriers preventing these technologies from becoming available. This article presents two new solutions we developed for our untethered autonomous logging tool to overcome this barrier.

To increase the environmental self-awareness of downhole robots, we developed two technologies that will work together. The first technology is a low power miniaturized casing collar locator (CCL) where a millimeter-size magnetometer chip and two 1” rod magnets are employed. The second technology is based on a 1D feature matching of residual magnetic fields generated by the steel casings. Here, two magnetometers are placed on the tool with a known separation along the direction of the motion. A correlation algorithm calculates the position and speed using the magnetic field logs.

The low power miniaturized CCL is placed on a wireline tool for the proof of concept demonstration. The tool was run in a water filled test well with a depth of 1,450 ft. Decentralizers were used to keep the tool close to the casing wall. Clear peaks were observed at regular intervals. The detection depths were compared to a CCL run by a logging service company and a one to one match was observed. The 1D magnetic feature matching technology is demonstrated first by collecting residual magnetic field data from the same test well with a wireline tool. The collected signal was shifted in space, and noise is added to mimic the difference with a second magnetometer.

The matching algorithm was used to successfully find the shift between the two signals in time along the full log. This helped to estimate the speed of the tool, which is used to calculate the position. Using information from the presented technologies, along with the data from other environmental sensors, such as pressure and temperature, will provide the precise location that were not available before. The certainty will be improved by employing a Kalman filter that will integrate the sensor inputs.

As in all autonomous vehicles, increasing the environmental self-awareness of autonomous downhole tools carries a high importance for intelligent decision making, and a successful and safe operation. Technologies of surface applications, such as the global positioning system and radar, are not suitable for the downhole environment. Therefore, the new sensing technologies that we present here will accomplish these jobs for the robots operating below the surface.

Introduction

Logging and intervention in oil and gas wells have evolved from the aspects of both sensors and operations. For operations, the most important component is conveyance, which is the interface between sensors and surface systems. In most common logging and intervention configurations, conveyance ensures the safe journey of sensors and tools from the surface to the required bottom interval while maintaining an electrical and/or mechanical connection with the bottom-hole assembly (BHA).

The conveyance technique selection depends mainly on the well profile and downhole conditions. The mechanical connection is required to deploy memory and battery powered tools in the well; while surface powered and real-time logging tools require electrical connectivity through the conveyance system. Figure 1 shows the conveyance techniques, which are classified based on the case of real-time. This is referred as a tethered conveyance. For the sensors and tools that do not have a hard mechanical and/or electrical connection, the logging and intervention is referred to as untethered.

Untethered autonomous robots have reached unprecedented capabilities in the last couple of decades. They are currently used in a wide variety of environments, such as land, above and under water, air, and space, including other planets4-7 and asteroids8. Moreover, the use of autonomous robots is highly limited in underground use,
more specifically, in the downhole environment of oil and gas wells. Some of the challenges include: geometric constraints, harsh and inhomogeneous media, limited surface communication, locomotion, and navigation. Many times, the uniqueness of the environment prevents adoption of the existing robotic technologies and requires upgrades or completely new solutions. For example, navigation tools, such as echolocation used by submarines, or global positioning systems used by water, land, and aerial vehicles, cannot be used for downhole robots.

Navigation problems for tethered downhole tools, such as drilling tools or wireline tools, are solved to a great extent to determine the distance from the surface reference point—ground floor, Kelly bushing, or rotary table, etc. For wireline tools, they mainly rely on the wire length as measured by depth wheels that are mounted on the wireline drum. For drilling tools, they mainly rely on the tally of the BHA. When necessary, secondary depth measurements are deployed, such as cable marks, casing collar locators (CCL), natural gamma ray detection, and inertial measurements.

Magnetic field measurements are commonly used in downhole tools. For example, high accuracy magnetometers are used during directional drilling to determine the azimuth. CCLs also make use of magnetic field distortions to detect collars. These tools can either have one or more of the disadvantages of heavy weight, high energy consumption, or excessive cost. On the other hand, downhole robots need to be lightweight, low energy, and low-cost as they rely on batteries, and are expected to be more practical than their conventional counterparts.

The authors have previously introduced an autonomous untethered miniaturized logging robot called sensor ball. The palm-size robot is dropped in fluid-filled wells. It falls to a desired depth where it releases a small dissolvable weight to become buoyant. Then, it returns to the surface with the logged data in its internal memory. This robot significantly reduces operation time at the well site as it doesn’t need any heavy equipment such as a crane, winch, or pressure control equipment, and large crews for the supervision—besides deployment and retrieval.

What makes this robot a reliable alternative to conventional wireline and slick line surveillance is the low power electronics, miniaturized sensors, and actuators. One of the challenges of the sensor ball, and therefore, any similar untethered autonomous robots, is the depth determination. Feasibility study and implementation were conducted for two techniques that work in tandem. The first is a low power miniaturized CCL. The second is a 1D feature matching of residual magnetic fields generated by the ferromagnetic casings, such as carbon steel.

**Miniature CCL**

A typical CCL relies on two cylindrical magnets with the repelling poles (north-to-north or south-to-south) facing each other. This geometry creates a symmetry plane where the normal magnetic field component on the plane becomes near zero. Therefore, relatively small disturbances to the symmetric magnetic field distribution can be detected. Across casing collars, the increased metal thickness will cause deflection to magnetic flux. Conventionally, strong and heavy magnets are used together with a coil in the symmetry plane measuring the induced voltages by the varying magnetic field.

For the sensor ball, the CCL design is miniaturized where a millimeter-size magnetometer chip and two 1" long, 5/16" diameter Nd-Fe-B rod magnets are employed. The magnets are separated by 2½” and the magnetometer is centered in between them with one principal axis aligned with the polarization direction of the rod magnets. The effects of several design parameters were studied, including magnet length, distance between the magnets, and the magnetic permeability of the casing material.

The performance of the miniaturized CCL is evaluated by integrating it into a wireline tool, Figs. 2 and 3, and comparing the results with a commercial CCL log from a test well. The CCL logs are collected from a test well completed with a 6½” internal diameter steel casing.

The results are summarized in Fig. 4. The logs were collected first without the magnets, which reveals a rich residual magnetic field variation due to the steel
casings, Fig. 4a. Then, the magnets were placed, and the logs were collected in three offset distances of the tool from the wall of the casing, i.e., 2”, 1”, and ½”. The miniature CCL log results are presented in Figs. 4b, 4c, and 4d. The results show that the performance strongly depends on the sensor offsets from the casing wall. As the distance to the inner casing wall increases, the collected field data closely correlates to the residual magnetic field data collected without the magnets. This indicates that the contribution from the permanent magnets in this case is insignificant. Subsequently, large peaks are observed as the tool is closer to the casing inner wall. Applying a thresholding filter to the collected log at the closest distance provided accurate collar location, Fig. 4e, compared to the commercial tool’s log, Fig. 4f. Therefore, designing the untethered tool so that it travels as close as possible to the casing inner wall can provide clear CCL outputs even with a miniaturized design as presented. Although, additional strategies are needed if the tool location cannot be properly controlled along the well profile.

As an alternative to the miniature CCL, the residual magnetic field data has been investigated. Often, the residual magnetic field exhibits a fast change around the collars; however, they are not always clearly distinguishable. Applying various filters, e.g., a differential filter, the detection accuracy can be improved. Moreover, as the joint length and separation distance between collars are known, stronger predictions can be made by looking at the time separation of the detected residual peaks.

Magnetic Odometer

As previously discussed, the miniature CCL data quality depends on the offset distance of the robot from the casing inner wall, which may produce false negatives or false positives. This brings the need for additional sensing techniques for improved collar detection and depth control. For this purpose, using a CCL together with an odometer was suggested by Santos and Meggiolaro (2015)\(^8\), however, this can be useful only for wheeled robots that have a good grip on the casing wall.

Here, the proposed solution is a magnetic odometer, which can be used in steel cased wells by any downhole tool\(^9\). The magnetic odometer relies on the measurement of the residual magnetic field inside the wells using two magnetometers with a known offset along the wellbore axis, Fig. 5a. As the tool travels along the well, two time series data of the residual magnetic field of the well are acquired, Fig. 5b. The two sensors sample the same magnetic field pattern with a time delay depending on the tool speed in both downward and upward motion. The average velocity of the tool can be estimated from the known distance between the two sensors and calculated time difference between their collected signals found using a 1D feature search algorithm.

The algorithm used to find the speed and displacement is summarized in Fig. 6. The calculation starts by selecting a sample of the data from the first magnetometer, which is used as a search feature, or reference data. The window length is selected such that it contains distinctive features, e.g., oscillations, within the
window. Then, another window with the same length is applied on the data from the second magnetometer. The sample signals are first conditioned, i.e., bias removal and normalization, to eliminate the differences caused by the sensor calibration. Then, a figure of merit (FOM) for similarity is found by time integration of the absolute difference between the sampled signals. A small FOM value indicates high similarity between the signals. The FOM calculation is repeated by shifting the window on the second data set.

The time shift is limited to a maximum expected value to reduce the computation cost. For example, if the slowest expected tool speed is 0.1 ft/s and the distance between the sensors is 1 ft, the maximum time shift is limited to 10 seconds. Therefore, a time shift value that represents the best FOM is found for the selected reference window and speed, and displacement can be calculated that will provide an average over the windowed time. The process continues by shifting the reference window to update the speed and displacement until the end of the log.

This technique is demonstrated by using the residual magnetic field data from the test well and simulating the motion of a tool with two magnetometers on board. First, the distance between the magnetometers is assumed to be 1 ft. Then, a speed profile is used, such that the speed changes between 0.5 ft/s and 1.5 ft/s sinusoidally with 200 seconds periodicity. The displacement (or depth) of the tool based on this speed profile is calculated as in the gray curve in Fig. 7a. The magnetic fields that would be observed by the two magnetometers are found if the tool followed this hypothetical displacement curve in the test well. Finally, the algorithm is used to find the estimated trajectories and understand the effect of various conditions. Figures 7a and 7b show the effect of the magnetic signal noise on the estimated trajectory and resulting relative error rate, respectively.

The inset of the Fig. 7b shows sample signals with the added gaussian noise where the top curve has a signal-to-noise ratio (SNR) of 10, and the bottom curve has an SNR of 1. As expected, the higher SNR results in better depth prediction, such that the relative error rates were found as 30% and 1% after 900 ft travel for the SNRs of 1 and 10, respectively. Another important parameter is the sampling rate. The performance of the
Fig. 5 (a) The concept of the magnetic odometer showing the residual magnetic field of the casing, and the two magnetometers placed on the robot; and (b) Example time series data collected by each magnetometer.

Fig. 6 The algorithm for speed and displacement of the tool using magnetometers.
The technique was tested for the magnetic field sampling periods of 0.01 second, 0.1 second, and 0.5 seconds. Like the accelerometer-based displacement estimation, high sampling frequency helps to increase the accuracy. Consequently, the odometer-based displacement estimation typically requires less sampling since it calculates displacement by integrating speed over time once as opposed to twice during the integration in the accelerometer-based estimation technique. The relative errors were found as less than 0.1% for the 0.01 second sampling, whereas it became 2.5% and 31% for the 0.1 second and 0.5 second sampling periods, respectively. This result can also be interpreted as such that the trajectory estimation improves when the tool moves slower for any sampling frequency.

One disadvantage of the described magnetic odometer is that it assumes the displacement happens along the axis of the magnetometers. This assumption is mostly true for the downhole tools whose length is several times longer than the borehole diameter. For freely moving short tools such as the sensor ball, the angle between the tool’s vertical axis and the cylindrical wellbore’s major axis may vary due to the well inclination and wobbling of the tool, Fig. 8a.

To understand the effect of the wobbling amplitude and frequency, the simulation was repeated assuming a constant tool speed of 0.5 ft/s, and a second sampling period of 0.01. The trajectories and magnetic field data for each magnetometer were found based on wobble amplitudes of 15°, and 45°, and wobbling frequencies of 0.001 Hz and 2 Hz. Figure 8b shows that the higher wobbling amplitudes cause the algorithm to overestimate the speed. This is because during wobbling, the apparent distance between the two magnetometers become shorter than their actual distance. The apparent distance is the projection of the length between the magnetometers on the borehole axis, which is illustrated as Δz in Fig. 8a. The wobbling frequency does not largely affect the error rate. The error rates for 15° wobbling amplitude were found to be approximately 2%, whereas for 45° they were approximately 20%, Fig. 8c.
Discussion and Conclusions

The depth detection of autonomous, non-wheeled, and non-motorized robots for downhole sensing is a challenging task as compared to other types of downhole robots and conveyance methods. The proposed research work provides a reliable alternative to exploit downhole sensor data and convert time series into depth series. The magnetic CCL design is optimized for relatively small autonomous robots to detect casing collars as the tool travels along the inner wall of the casing and tubing strings. This is complemented by sensing the residual magnetic field using a simple magnetic odometer.

A fit for purpose algorithm is used to analyze both magnetometers’ data to detect response similarities, i.e., estimate the speed and location of the tool along the borehole. All techniques presented here utilize the magnetic fields and have varying sensitivities to the orientation of the robot with respect to the casing. The miniature CCL works better as it becomes closer to the casing wall. Using residual magnetic fields for collar detection or for magnetic odometer require alignment with the borehole axis. These can be accomplished by the mechanical design of the robot\(^1\). Additionally, centralizers or decentralizers can provide the necessary alignments with the casing without the need for active position control; however, the risk of robot being immobilized downhole increases with those approaches.

It’s quite certain that no one single sensing type can provide accurate depth for untethered robots. This means data from various sensors should be used together. Sensor fusion techniques, e.g., Gaussian filters, Bayesian filters, etc., are commonly employed in robotic localization using probabilistic methods. For example, the depth calculation using a magnetic odometer can be corrected every time a casing collar is detected with high probability.

This can prevent the accumulated error due to integration of the speed. Another addition could be using an accelerometer and/or gyroscope to understand linear acceleration and wobbling of the robot along with the Earth’s gravity vector. This data can be used to eliminate or correct the wrong speed and depth measurements.
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Innovative Solid Lubricant Solution to Reduce Friction in Challenging ERD Wells

Tulio D. Olivares, Zach Turi and Brandon Hayes

Abstract

Extended reach drilling (ERD) has become increasingly more frequent in the petroleum industry as it allows access to additional reserves in oil and gas reservoirs from a single wellbore. Consequently, this has led to an increase in friction-related problems while drilling and running casing. This article describes the extensive lab testing and technical implementation of an innovative technology that utilizes a customized solid lubricant to reduce friction and help operators achieve challenging depths.

Comprehensive lab testing was conducted to tailor the required formulations of the solid lubricant and two field trials were completed to evaluate the performance. To properly conduct this evaluation, key performance indicators (KPIs) were established in both wells. A minimum torque reduction value of 10% was targeted for a treatment containing 5 pounds per barrel (ppb) of the solid lubricant. Baseline torque values were captured prior to the addition of the lubricant and were the benchmark for performance evaluation. Drilling fluid from the active pit was then enhanced with 5 ppb of the solid lubricant and sweeps were pumped downhole to reduce friction.

Two extended reach wells were identified in which water-based mud was used to drill. On Well-A, at a 79° inclination, high and erratic torque was experienced, which affected the drilling performance. A baseline torque was recorded and a sweep with 4 ppb of the solid lubricant was pumped — resulting in a 5.5% torque reduction. After drilling another stand, a second sweep was pumped with 5 ppb concentration and torque was reduced 14.7%. On Well-B, at an 84° inclination, high and erratic torque was once again experienced. The baseline torque was recorded, and the first sweep was pumped with 5 ppb of the solid lubricant: resulting in a 10.4% torque reduction.

A second sweep was immediately pumped with another 5 ppb concentration and torque was reduced by 24.3%. In both Well-A and Well-B, a pill was spotted in the open hole with 8 ppb solid lubricant concentration to assist with the liner run. These field applications successfully demonstrated the concept of this innovative technology to reduce friction and overcome torque challenges in ERD applications; thereby resulting in a drastic reduction in nonproductive time.

The industry is continuously looking for opportunities to reduce nonproductive time while drilling. This innovative solid lubricant is environmentally safe, compatible in all mud systems, and is highly effective in low concentrations to reduce friction while drilling in some of the most challenging extended reach wells. Minimizing friction and the subsequent torque issues will allow for optimal rates of penetration while drilling in these challenging conditions, and therefore reduce the overall time constructing the well.

Introduction

The growing necessity for the production of oil and gas has led drilling operators to drill highly deviated and long horizontal wells to increase the reservoir contact, and therefore the subsequent production from a single wellbore. These challenging wells are becoming more and more common notwithstanding the problems linked to the drilling design and operation. Well trajectory is also significant, which should be considered as an important factor for torque and drag analysis, and for the reduction of the applied stress on the drillstring. Moreover, additional research on the recognition of torque and drag causes are still essential.

Communication between the drillstring, including the bit, bottom hole assembly (BHA), drillpipe, and the well trajectory is the main reason for the generation of torque and drag, due to the friction between their surfaces, especially in extended reach drilling (ERD) wells. In ERD well construction, the frictional forces created between the drillstring and the wellbore wall can cause a high enough amount of torque and drag that often the mechanical limits of the drillstring are reached. When this occurs, the well can no longer be drilled without the risk of damaging or breaking the drillstring tubulars or BHA, Fig. 1.

These frictional forces are best captured in a single variable known as the coefficient of friction (COF). There are several factors that affect this value, including the nature of the two surfaces that are in contact as well as in this situation, the composition of the fluid that flows between them. Certain additives, such as lubricants,
can be added to this drilling fluid to lower that COF between the surfaces, and thereby reduce the overall torque and drag.

**An Innovative Solid Lubricant Technology**

A lubricant can be any substance that helps to lower the frictional forces between two surfaces that are in contact with one another. It can come in various forms, such as a liquid or a solid. In either case, the lubricant penetrates the space between the two surfaces and either chemically or mechanically reduces that frictional force between them. In the case of a solid lubricant, the frictional force reduction is traditionally mechanical.

In this evaluation, an environmentally safe, nonabrasive solid lubricant technology containing a blend of copolymer beads were used, Fig. 2. As such, in this case, the mechanism for lubrication is in fact mechanical and even more specifically, the frictional force reduction is caused by the spherical solids creating a standoff between the two surfaces, thereby reducing the contact force between them; similar to the way a small ball bearing would work.

Solid lubricants hold several advantages over a liquid lubricant, such as: easier handling and storage, enhanced compatibility with different fluid systems, and they can be highly effective in low concentration applications. One of the biggest disadvantages to a liquid lubricant is the potential for incompatibility in the mud system.

Often, chemical impurities and other additives within the mud system can cause a liquid lubricant to foam or create a thick grease that can cause highly undesirable operational consequences. On the other hand, solid lubricants typically are chemically inert and are not reliant on specific mud system conditions to adequately perform. Additionally, solid lubricants are far more resilient of the harshest drilling conditions such as extremely high temperatures and pressures.

This innovative solid lubricant technology was designed to be applied in low concentrations and help reduce torque and drag while drilling, improve the ability to slide, and reduce the COF while running casing, thereby allowing for a smooth casing run. In addition to the benefits seen in the drilling performance, the use of this solid lubricant can also help reduce both drillpipe and casing wear. As the drillpipe and casing rub across the formation face during drilling operations or the casing run, the steel pipe will begin to wear away, which could eventually lead to mechanical failures. By utilizing the solid lubricant in these highly deviated sections of the wellbore, this wear can be greatly reduced as it creates a barrier between the two surfaces, and therefore reduces the abrasive contact with the formation face.

For the sake of this technology assessment, the primary focus was to evaluate the solid lubricant’s ability to affect drilling performance and casing runs with the understanding that pipe wear was a secondary benefit. This technology initially underwent extensive evaluation in a laboratory setting before ultimately being put to the test in the field to determine if it could provide satisfactory results.

**Laboratory Evaluation**

During the extensive lab evaluation, a baseline specification was developed for the solid lubricant. Axial deformation or geometry of the solid body was evaluated.
to predict the safe forming limits of the solid lubricant and understand the microstructural deformation mechanism. Similarly, specific gravity and particle size distribution of the solid lubricant were measured to verify if this friction reduction technology could be pumped downhole without limitations through the bit and downhole tools.

Table 1 lists the results of the solid lubricant specification lab testing.

<table>
<thead>
<tr>
<th>Test</th>
<th>Solid Lubricant</th>
<th>Baseline Specifications</th>
<th>Pass/Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Gravity</td>
<td>1.08</td>
<td>1.06 – 1.30</td>
<td>Pass</td>
</tr>
<tr>
<td>Particle Size Distribution (microns)</td>
<td>200 – 1,000</td>
<td>100 – 1,000</td>
<td>Pass</td>
</tr>
<tr>
<td>Axial Deformation at 16,000 psi</td>
<td>9.486</td>
<td>8.830</td>
<td>Pass</td>
</tr>
</tbody>
</table>

Table 1: The results of the solid lubricant specification lab testing.

Field Evaluation

Once the solid lubricant specifications were verified at the lab, the next phase was to test this technology at the field level. To properly evaluate it, several key performance indicators (KPIs) in the evaluation criteria were established as:

1. The solid lubricant should provide a minimum of 10% reduction in drilling torque in an extended reach well after pumping a sweep pill.
2. The solid lubricant should be field-tested as a lubricant pill in the open hole while running a liner or casing in an extended reach well, and demonstrate a smooth casing run to the bottom.
3. The addition of the solid lubricant in the drilling fluid system should be easy without any safety or operational issues, and there should be no sign of any adverse effects on the fluid system properties.
4. The above criteria needs to be accomplished in a minimum of two different extended reach wells.

To measure the friction reduction percentage while drilling the extended reach well, a drilling torque baseline was captured and then compared after the addition of the solid lubricant. Once the baseline torque was established, sweeps with varying concentrations of the solid lubricant were trialed to determine the ideal concentration to meet the mentioned KPIs. The two wells, discussed next, were used to evaluate the performance of the solid lubricant for both torque reduction as well as for the liner run.

Well-A

The first field evaluation was in Well-A; a directionally drilled 8½” hole with 77 pounds per cubic foot (pcf) water-based drilling fluid building an angle from 1.40° to 76° with full returns. The first solid lubricant pill contained 4 ppb of the solid lubricant and a 35 bbl sweep was sent as the torque had begun to increase above the desirable limit. Once the pill had exited the bit, a 5.5% reduction, Fig. 3, in torque was calculated based upon the established baseline torque measurements. The KPI for torque reduction had been set at a minimum of 10%, therefore on this pill the KPI was not achieved.

Drilling continued with an inclination of 79.1°, and a second 35-bbl solid lubricant pill was built; this time increasing the solid lubricant concentration to 5 ppb. Once the pill had exited the bit, a 5.5% reduction, Fig. 3, in torque was calculated based upon the newly established baseline torque reading. This value was in line with the desired KPI, and going forward, the 5 ppb concentration would be utilized for the remaining sweeps.

The hole section was then drilled to total depth and before pulling out of the hole to run the 7” liner, an open hole equivalent volume of 79 pcf solid lubricant pill was mixed with no issues using the regular rig mixing system. This pill was mixed using the active water-based drilling fluid with an addition of 8 ppb of the solid lubricant.

After performing a wiper trip and properly conditioning the hole with adequate circulation, the rig proceeded to spot the entire pill in the open hole, and the liner go-pill was efficiently placed with the above-mentioned solid lubricant concentration. The liner was successfully run to the bottom without any issues, complying with the previously established KPI.

Well-B

The second field evaluation was on Well-B, which was in a different area than the previous field evaluation. This ERD well was drilled with 77 pcf inhibited water-based drilling fluid building an angle from 11.04° to 84.04° with full returns. The first solid lubricant
pill was built with a 5-ppb concentration of the solid lubricant and a 20-bbl pill was pumped as a sweep. As the sweep exited the bit, a 10.4% reduction in torque was observed, Fig. 5.

As the torque began to rise, a second 20-bbl solid lubricant pill — containing the same 5-ppb concentration — was once again mixed and pumped as a sweep. This time as the sweep exited the bit, there was a calculated torque reduction of 24.3%, Fig. 6.

Finally, a third 20-bbl solid lubricant pill was pumped with a 5-ppb concentration as a sweep, which reduced the torque 10.13% once the pill exited the bit, Fig. 7. Overall, all three of the sweeps utilized on Well-B resulted in a torque reduction greater than 10%, which met the KPI criteria for field evaluation. Through this field evaluation, it was also determined that a 5-ppb concentration of the solid lubricant was the minimum necessary concentration to yield the desired results in this particular drilling fluid system.

The directional hole was then drilled to total depth with 77-pcf inhibited water-based drilling fluid with full returns. Prior to running the 7” liner, an open hole equivalent volume of a 77-pcf liner go-pill, which contained the active water-based drilling fluid and 8 ppb of the solid lubricant, was pumped and spotted in the open hole. The liner was successfully run to

---

**Table 1**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Baseline Specifications</th>
<th>Pass/Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Gravity</td>
<td>1.08</td>
<td>Pass</td>
</tr>
<tr>
<td>Particle Size Distribution</td>
<td>200 – 1,000</td>
<td>Pass</td>
</tr>
<tr>
<td>Axial Deformation at 16,000 psi</td>
<td>9.486</td>
<td>Pass</td>
</tr>
</tbody>
</table>

The results of the solid lubricant specification lab testing.
After the successful applications on Wells A and B, this innovative solid lubricant solution was considered to be used to assist long casing and liner runs in very tough and long horizontal conditions. The first utilizations were to run 7" and 4 1/2" liners in horizontal sections with a length of more than 5,000 ft across limestone and carbonate formations. These pills were called the casing go-pill or liner go-pill, and were customized on a case-by-case basis depending on the specific wellbore conditions, type of well, type of drilling fluid, and several other variables.

The go-pills included concentrations of 8 ppb to 10 ppb of the innovative solid lubricant solution. The solid lubricant was easily added into the active system through the mixing tank hopper without any issues. These go-pills would then be spotted through the entirety of the open hole while tripping out in preparation to run the casing or the liner. This has allowed for a smooth operational procedure that did not require any additional equipment or rig time to accomplish. These go-pills have been implemented in more than 500 wells per year and have yielded satisfactory results in allowing for smooth and efficient casing and liner runs.
Conclusions

1. The innovative solid lubricant technology can be utilized to efficiently reduce torque and drag in ERD wells by applying low concentration sweeps as needed. The field evaluation demonstrated that the solid lubricant technology is highly effective in these low concentrations at reducing friction while drilling in some of the most challenging extended reach wells.

2. Solid lubricants provide many benefits over a traditional liquid lubricant, including ease of handling and storage, enhanced compatibility with the fluid system, and a high resilience to the harshest drilling conditions.

3. During field evaluation, the solid lubricant pills provided a minimum of 10% torque reduction in drilling operation after pumping sweeps with a concentration of 5 ppb. The torque reduction varied between a minimum of 10.13% and up to 24.3% at the mentioned concentration.

4. The solid lubricant was successfully utilized and field-tested as a lubricant go-pill with 8 ppb concentration to assist in the 7” liner runs in ERD Wells A and B. These pills have been successfully utilized to assist in casing and liner runs by enhancing the lubricity of the drilling fluid; especially in tough wellbore conditions and long horizontal sections.

5. The addition of the solid lubricant in the drilling fluid system was simple, it did not require any additional mixing equipment, and there were no safety or operational issues.

6. During the field evaluation, the solid lubricant was mixed in two different water-based drilling fluids and the properties of the fluid system were not affected after the lubricant additions. No adverse effects or incompatibilities were noticed whatsoever.
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Guar gum and its derivatives-based fracturing fluids are most commonly used in hydraulic fracturing. For high temperature wells, guar-based fracturing fluids must be formulated with higher polymer loading and at high pH levels that leaves insoluble residue and tends to form scales with divalent ions.

In this article, a newly developed reduced polymer loaded fracturing fluids-based acrylamide polymer was deployed from lab developments to field implementation. A thermally stable acrylamide-based polymer with a reduced polymer loading of 50% to 40% less than guar-based fracturing fluid was considered to minimize formation damage concerns. The crosslinked fracturing fluid viscosity was optimized at 340 °F bottom-hole static temperature (BHST), and 515 °F, 290 °F, 265 °F, and 240 °F cool-down temperatures, respectively, using a high pressure, high temperature (HPHT) rheometer. For successful field deployment, a novel reduced polymer fracturing fluid was evaluated in the following sequence: chemical management, quality control, optimization of fracturing fluid formulations with field water, field mixing procedure, on-site QA/QC, data frac analysis, and execution of the main treatment.

This article presents rheological studies of reduced polymer loaded fracturing fluids at BHST and cool-down temperatures of selected well candidates that demonstrate the superior thermal stability of this novel fracturing fluid. With a 35 lb/1,000 gal polymer loading, the fluid viscosity stayed above 300 cP at a 100 1/s shear rate for 60 minutes at 340 °F. The fracturing fluid formulations were optimized using both live and encapsulated breakers using a HPHT rheometer. Due to the fast hydration of the base polymer, the linear gel was mixed on-the-fly during the main fracturing treatment.

The main fracturing treatment was successfully executed with a 40 barrels per minute (bbl/min) pumping rate with increased proppant concentration up to 4.5 pounds per gallon (PPA) using a 40/70 high strength proppant (HSP). The fracturing fluid system, based on the novel acrylamide copolymer, offers advantages over guar-based fracturing fluid, such as low polymer loading, excellent high temperature stability, and less formation damage.

This article presents a systematic approach and lessons learned during novel fracturing fluid deployment.

**Abstract**

Guar gum and its derivatives-based fracturing fluids are most commonly used in hydraulic fracturing. For high temperature wells, guar-based fracturing fluids must be formulated with higher polymer loading and at high pH levels that leaves insoluble residue and tends to form scales with divalent ions.

In this article, a newly developed reduced polymer loaded fracturing fluids-based acrylamide polymer was deployed from lab developments to field implementation. A thermally stable acrylamide-based polymer with a reduced polymer loading of 50% to 40% less than guar-based fracturing fluid was considered to minimize formation damage concerns. The crosslinked fracturing fluid viscosity was optimized at 340 °F bottom-hole static temperature (BHST), and 515 °F, 290 °F, 265 °F, and 240 °F cool-down temperatures, respectively, using a high pressure, high temperature (HPHT) rheometer. For successful field deployment, a novel reduced polymer fracturing fluid was evaluated in the following sequence: chemical management, quality control, optimization of fracturing fluid formulations with field water, field mixing procedure, on-site QA/QC, data frac analysis, and execution of the main treatment.

This article presents rheological studies of reduced polymer loaded fracturing fluids at BHST and cool-down temperatures of selected well candidates that demonstrate the superior thermal stability of this novel fracturing fluid. With a 35 lb/1,000 gal polymer loading, the fluid viscosity stayed above 300 cP at a 100 1/s shear rate for 60 minutes at 340 °F. The fracturing fluid formulations were optimized using both live and encapsulated breakers using a HPHT rheometer. Due to the fast hydration of the base polymer, the linear gel was mixed on-the-fly during the main fracturing treatment.

The main fracturing treatment was successfully executed with a 40 barrels per minute (bbl/min) pumping rate with increased proppant concentration up to 4.5 pounds per gallon (PPA) using a 40/70 high strength proppant (HSP). The fracturing fluid system, based on the novel acrylamide copolymer, offers advantages over guar-based fracturing fluid, such as low polymer loading, excellent high temperature stability, and less formation damage.

This article presents a systematic approach and lessons learned during novel fracturing fluid deployment.
divalent ion scales.

Numerous synthetic fluids with acrylamide bases have been created and promoted as affordable substitutes. In earlier research, metal crosslinkers such as chromium, titanium or zirconium compounds, and acrylamide-methacrylate copolymer systems crosslinking with $\text{Cr}^{3+}$ were used to crosslink high molecular weight acrylamide-acrylate copolymers. A high temperature fluid employing a terpolymer of acrylamide and vinyl phosphonate crosslinked with a zirconium-based crosslinker was described by Gupta and Carman (2011). Liang et al. (2016) and (2017) described a number of synthetic acrylamide copolymer-based high temperature fracturing fluids that were either crosslinked with nano-sized particulate crosslinkers or with zirconium crosslinkers that were boosted by nanomaterials.

Fracture fluids have recently been tested at temperatures exceeding 300 °F. Wang et al. (2019) tested synthetic polymers and organic zirconium crosslinking fracturing fluids at temperatures as high as 356 °F. Almubarak et al. (2018) studied the synergy between polyacrylamide-based polymers and CMHPG crosslinked with zirconium, and showed improvements in fluid stability at 300 °F. Ogunsanya and Li (2019) reported the use of thiosulfate oxygen scavengers to enhance the thermal stability of a CMHPG-zirconium crosslinked fracturing fluid up to 350 °F. Al-Hulail (2018) published the use of an encapsulated breaker to minimize the thermal degradation of a CMHPG-zirconium crosslinked fracturing fluid. Surface modified nanoparticles are used as internal breakers in VES-based fracturing fluids for high temperature applications by Sangaru et al. (2017). Use of carbon nanotubes with zwitterionic VES leads to higher thermal stability of fracturing fluids.

For high temperature wells, guar-based fracturing fluids need to be formulated with higher polymer loading, and at a high pH, that leaves insoluble residue, which enhances concerns of formation damage. During the research and development phase, polymer loading was reduced without compromising the proppant carrying capacity of the fracturing fluid. A thermally stable acrylamide-based polymer with a reduced polymer loading of 50% to 40% less than guar-based fracturing fluid was developed to minimize formation damage concerns. During development, the fluid system demonstrated robust stability at high temperatures while barely affecting core flow or proppant pack conductivity under laboratory testing conditions. Karadkar et al. (2020) reported a systematic approach to field deployment of a newly developed reduced polymer loaded fracturing fluid.

A reduced polymer loaded fluid system for a well with an extreme bottom-hole static temperature (BHST) of 340 °F was tested. A successful field deployment was achieved by performing the following tasks: chemical management, quality control, optimization of fracturing fluid formulations with field water and reservoir cooldown conditions, improved field mixing procedures, on-site QA/QC, data fracturing treatment with novel fluid and calibration of fracture design, and execution of the main fracture treatment.

**Experimental Methods**

**Fluid Preparation**

The reduced polymer loaded fracturing fluids were prepared using polymer suspension having 2.5 lb/gal of thermally stable acrylamide-based polymer, stabilized in mineral oil. At 31 l/s and 80 °F, the polymer suspension has a viscosity of 264 cP. To prepare 25 lb/1,000 gal (ppt) reduced polymer loaded fracturing fluids, 10 gal/1,000 gal (ppt) polymer suspension was used. A weak organic acid was used as a buffer to maintain the pH of the fracturing fluid system at 5. A metal crosslinker was used to crosslink the reduced polymer loaded fracturing fluid system, which can work up to 350 °F.

The breakers package included two breakers, one live and one encapsulated, depending on the fluid stability requirement. The viscosity of fracturing fluid prepared using synthetic polymer greatly depends on the water quality. The mixing water used for field implementation was sourced from one of the water wells.

Table 1 lists the geochemical analysis of the water used to prepare the fracturing fluid.

**Linear Gel**

The linear gel or non-crosslinked gel was prepared by hydrating the polymer in mixing water for 10 minutes.

---

**Table 1** The geochemical analysis for water used to prepare the fracturing fluid.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Mixing Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>—</td>
<td>Clear</td>
</tr>
<tr>
<td>pH</td>
<td>—</td>
<td>7.9</td>
</tr>
<tr>
<td>Temperature</td>
<td>°F</td>
<td>73.1</td>
</tr>
<tr>
<td>Specific Gravity</td>
<td>—</td>
<td>1.006</td>
</tr>
<tr>
<td>Sulfate</td>
<td>mg/L</td>
<td>279</td>
</tr>
<tr>
<td>Chloride</td>
<td>mg/L</td>
<td>308.94</td>
</tr>
<tr>
<td>Bicarbonate</td>
<td>mg/L</td>
<td>215.79</td>
</tr>
<tr>
<td>Carbonate</td>
<td>mg/L</td>
<td>0</td>
</tr>
<tr>
<td>Calcium</td>
<td>mg/L</td>
<td>112</td>
</tr>
<tr>
<td>Magnesium</td>
<td>mg/L</td>
<td>45.198</td>
</tr>
<tr>
<td>Iron</td>
<td>mg/L</td>
<td>0.04</td>
</tr>
<tr>
<td>Conductivity</td>
<td>mS/cm</td>
<td>1.33</td>
</tr>
<tr>
<td>Turbidity</td>
<td>NTU</td>
<td>0.9</td>
</tr>
<tr>
<td>TDS</td>
<td>mg/L</td>
<td>533.2</td>
</tr>
<tr>
<td>Salinity</td>
<td>mg/L</td>
<td>0.62</td>
</tr>
</tbody>
</table>
To enhance hydration, the pH of the linear gel was maintained at 5. The apparent viscosity and pH were measured using a FANN 35 viscometer at a 511 s⁻¹ shear rate to help ensure complete hydration of the polymer.

Figure 1 shows the viscosity of the linear gel at different polymer loadings.

Crosslinked Gel

To prepare the crosslinked gel, a required amount of flow back enhancers, a clay-control agent, breakers, gel stabilizers, and crosslinkers were added to the linear gel. The pH of the fluid was adjusted to 5 using a buffer before the addition of the crosslinker. The rheology performance tests were carried out on the high-pressure, high-temperature (HPHT) Chandler 5530 rheometer in accordance with the shear history simulation specified in BS ISO 15505-1:2005 (2005)².

Figure 2 shows a lip of crosslinked reduced polymer loaded fracturing fluid observed after 3 minutes and 30 seconds.

**Fluid Rheology**

Rheological tests were conducted to evaluate the proppant carrying capacity of fracturing fluid under bottom-hole conditions. The rheological properties of fracturing fluids influence fluid leakoff, which governs fracture width and extension. The fluid stability was judged by its viscosity measurements using a HPHT viscometer, applying a 100 1/s shear rate with 75 1/s, 50 1/s, and 25 1/s shear cycles. The fluid stability criteria was defined as the time required to reach 500 cP of viscosity at 100 1/s. The reduced polymer loaded fracturing fluid was optimized for one of the well candidates having a 340 °F BHST, which was considered for pad stage. The cool-down temperatures, 315 °F, 290 °F, 265 °F, and 240 °F were considered for the proppant laden stage fluid optimization.

Table 2 shows the fluid formulations used to optimize reduced polymer loaded fracturing fluids at 340 °F, and Fig. 3 shows the fluid stability with the respective test number. A 35 ppt polymer loading with a 28 cP at 511 1/s shear rate linear gel viscosity was used for the 540 °F test temperature. Test-1, also known as the control test or the test without breakers, yielded 97 minutes of fluid stability. With the addition of 1 ppt of the encapsulated breaker, the reduced polymer loaded fracturing fluid stability was decreased to 47 minutes, Test-3. The fluid stability was further enhanced by increasing the high temperature stabilizer and gel stabilizer to 68 minutes, Test-2. The fluid viscosity was aggressively reduced to 30 minutes after using a 0.2-gpt live breaker, Test-4.

As the job progresses, the formation gets cooler and it is also required to optimize the fracturing fluid system with more breakers or reduce the polymer loading to further minimize formation damage and expedite the recovery of pumped fluids. Table 3 shows the fluid formulation, and Fig. 4 shows the rheology tests conducted at 315 °F and 290 °F. The reduced polymer loaded fluid polymer loading was reduced to 50 ppt from 35 ppt for the mid-temperature range. At 315 °F, 100 minutes and 60 minutes of fluid stability were achieved by reducing the high temperature stabilizer to 3 gpt and keeping both the live and encapsulated breakers constant. For 290 °F, after completely eliminating the high temperature stabilizer, 150 minutes of fluid stability was achieved. It was further decreased to 50 minutes by increasing the live breaker to 1.5 gpt.

Table 4 shows the fluid formulation, and Fig. 5 shows the rheology tests conducted at 265 °F and 240 °F. The reduced polymer loaded fluid was reduced to 27.5 ppt from 30 ppt for the low temperature range. For the low temperature tests, the gel stabilizer was completely eliminated, and the live breaker was increased to 2 gpt. The optimized fluid formulation was utilized to design the blender schedule for the selected candidate well.
Field Execution

The candidate well was drilled as a horizontal well, targeting the tight HPHT sandstone reservoir. The well was completed with 4½” 15.1 lb/ft and 13.5 lb/ft carbon steel tubing, 4⅛” 15.1 lb/ft cemented liner, and a 7 × 4½” liner hanger. The BHST of this well was considered extreme ultra-high and at near the limit of most conventional fracturing fluids and e-line and coiled tubing bottom-hole assemblies. A total of six stages were initially planned to be proppant fractured using the plug and perf technique, however, the first two stages were skipped due to the low injectivity. Stage-3 was perforated with a total of 15 ft in two clusters (1 × 5 ft and 1 × 10 ft clusters with 6 shot/ft density and 60° phasing). A proppant fracture treatment was performed using reduced polymer loaded fracturing fluids through the two perforation clusters in stage-3.

The formation fracture was initiated and an injection test, Fig. 6, was performed with 150 bbl of treated water that exhibited maximum surface and bottom-hole treatment pressures of 13,399 psi, and 19,300 psi, respectively, at a maximum pumping rate of 15.4 bpm. The closure pressure (Pc) and the reservoir transmissibility were determined to be 10,250 psi, the fracture gradient (FG) = 0.72 psi/ft, and 260 md.ft/cP, respectively, from the pressure decline analysis, Fig. 7.
Table 3 The 30 ppt reduced polymer loaded fracturing fluid formulation at 315 °F and 290 °F.

<table>
<thead>
<tr>
<th>Additive</th>
<th>Unit</th>
<th>315 °F</th>
<th>290 °F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test-1</td>
<td>Test-2</td>
</tr>
<tr>
<td>Biocide</td>
<td>gpt</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Polymer</td>
<td>gpt</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Surfactant</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Clay Control</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>High Temperature Stabilizer</td>
<td>gpt</td>
<td>5.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Gel Stabilizer</td>
<td>gpt</td>
<td>4.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Buffer (pH 5)</td>
<td>gpt</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Crosslinker</td>
<td>gpt</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Live Breaker</td>
<td>gpt</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Encap. Breaker</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Fig. 4 The 30 ppt reduced polymer loaded fracturing fluid stability at (a) 315 °F, and (b) 290 °F.
Table 4  The 27.5 ppt reduced polymer loaded fracturing fluid formulation at 265 °F and 240 °F.

<table>
<thead>
<tr>
<th>Additive</th>
<th>Unit</th>
<th>265 °F</th>
<th>240 °F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Test-1</td>
<td>Test-2</td>
</tr>
<tr>
<td>Biocide</td>
<td>gpt</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Polymer</td>
<td>gpt</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Surfactant</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Clay Control</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>High Temperature Stabilizer</td>
<td>gpt</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Gel Stabilizer</td>
<td>gpt</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Buffer (pH 5)</td>
<td>gpt</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Crosslinker</td>
<td>gpt</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Live Breaker</td>
<td>gpt</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Encap. Breaker</td>
<td>gpt</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

**Fig. 5**  The 27.5 ppt reduced polymer loaded fracturing fluid stability at (a) 265 °F, and (b) 240 °F.
Next, the step rate and step down tests were performed, Fig. 8, by pumping 147 bbl of treated water at a maximum pumping rate of 26 bpm. The fracture extension rate and pressures were determined to be 14,000 psi and 3.3 bpm, respectively, Fig. 9. The near wellbore pressure loss was calculated to be 1,800 psi at a pumping rate of 26 bpm.

A calibration injection test, Fig. 10, was done by injecting 340 bbl of reduced polymer loaded fracturing fluid at a maximum injection rate of 40 bpm. The maximum surface and bottom-hole pressures reached during the calibration injection test were 13,420 psi, and 17,600 psi, respectively. The fracture closure and reduced polymer loaded fluid efficiency were determined to be 11,000 psi (FG = 0.73 psi/ft) and 30%, respectively, from pressure decline analysis using the G function method, Fig. 11.

The calibration treatment pressure was matched, Fig. 12, using a Pc of 11,000 psi that exhibited a fracture height growth of 115 ft.

Based on data obtained from the minifrac analysis, the fracture design was calibrated with 37% clean PAD, and 212,000 lb of 40/70 high strength proppant (HSP) stepping up the proppant concentration from...
0.5 pounds per gallon (PPA) to 4.5 PPA at a pumping rate of 40 bpm.

Table 5 lists the simulated fracture geometry parameters and generated net pressure for clusters 1 and 2.

**Quality Control On-Site**

Table 6 lists the crosslinked reduced polymer loaded fluid quality check during the main fracturing job. Both linear gel and crosslinked gel samples were collected from the blender and high-pressure manifold, respectively. The fluid quality check was done by measuring the pH, linear gel viscosity using Fann 35, and lip/crosslink time at all stages throughout the main treatment.

**Main Proppant Fracture Treatment**

The main fracture treatment using reduced polymer loaded fracturing fluid was successfully pumped, Fig. 13. The fracturing treatment consisted of pumping a total of 218,000 lb of 40/70 HSP proppant in 2,624 bbl of reduced polymer loaded fluid (36 ppt gel loading) at a maximum pumping rate of 40.5 bpm. The proppant concentration was stepped up from 0.5 PPA to 4.5 PPA as per design. The treatment was flushed with 302.7 bbl of linear gel. All fluid additives pumped during the treatment were in accordance with the recipe based on lab tests at the surface and bottom-hole conditions. The maximum surface and bottom-hole pressures reached during the treatment were 12,908 psi and 16,994 psi, respectively. The surface instantaneous shut-in pressure was recorded at 5,775 psi, which then declined to 4,966 psi in 15 minutes.

The main fracture treatment pressure was matched, Fig. 14, using the P3D Model, and the actual fracture geometry parameters (fracture half-length, height, and width) are listed in the Table 7. The designed fracture geometry, previously shown in Table 5, and the actual fracture geometry obtained, Table 7, are very close, indicating reliable performance of the reduced polymer loaded fracturing fluid.

**Conclusions**

In comparison to guar-based fracturing fluid, the newly developed acrylamide copolymer-based nondamaging fracturing fluid system has several benefits, including low polymer loading and outstanding high temperature stability. The following conclusions can be reached based on efforts to transfer this technology from the laboratory to the field:

- During the pre-job laboratory testing, the reduced polymer loaded fracturing fluid was optimized at a BHST of 340 °F, and simulated reservoir cool-down temperatures of 315 °F, 290 °F, 265 °F, and 240 °F, as per BS ISO 13505-1:2003, the shear history simulation.
The reduced polymer loaded fluid was formulated utilizing only 35 ppt of polymer loading for extreme temperatures, 340 °F, and 27.5 ppt for cool-down conditions. The reduced polymer loaded fracturing fluid was used to successfully place the main fracturing treatment.

During the main treatment, a total of 218,000 lb of 40/70 HSP proppant in 2,624 bbl of reduced polymer loaded fracturing fluid, 36 ppt gel, was loaded at a maximum pumping rate of 40.5 bpm was pumped.

Enhanced retained proppant permeability was achieved through reduced gel loading, and a larger volume of proppant pumped over a longer pumping period due to improved reduced polymer loaded stability of the PAD stage.
• The reduced polymer loaded fracturing fluid can be further optimized to a BHST as high as 400 °F.
• Due to the lower pH, the reduced polymer loaded fracturing fluid can be optimized to generate a foam system using CO₂.
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Table 6 The reduced polymer loaded fracture fluid quality check during the main treatment.

<table>
<thead>
<tr>
<th>Stage Number</th>
<th>Stage Name</th>
<th>Linear Gel</th>
<th>Crosslinked Gel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>pH</td>
<td>Viscosity, cP at 511 1/s</td>
</tr>
<tr>
<td>1</td>
<td>Pre-Pad</td>
<td>7.1</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>PAD-1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>0.5 PPA Slug</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>1.0 PPA Slug</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>PAD-2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>0.5 PPA 40/70 proppant</td>
<td>7.09</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>1.0 PPA 40/70 proppant</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>8</td>
<td>2 PPA 40/70 proppant</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>2.5 PPA 40/70 proppant</td>
<td>7.81</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>3.0 PPA 40/70 proppant</td>
<td>7.07</td>
<td>20</td>
</tr>
<tr>
<td>11</td>
<td>3.5 PPA 40/70 proppant</td>
<td>7.08</td>
<td>20</td>
</tr>
<tr>
<td>12</td>
<td>4.0 PPA 40/70 proppant</td>
<td>7.73</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>Flush</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Fig. 13 The main treatment chart.
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Global First 18.625” and 13.375” Level-2 Casing-while-Drilling Successful Deployment through Open Hole and Cased Hole Sidetracked Wellbores to Isolate Severe Unstable Zones

Salahaldeen S. Almasmoom, Ahmed S. Refai, Faris A. Al-Qahtani and David B. Stonestreet

Abstract

During nonproductive time (NPT) such as stuck pipe incidents, reducing the operational time and associated cost of the trouble mitigation should always be the goal. Therefore, our engineering team searched for new and innovative ways to reduce the NPT when stuck pipe incidents happen, and successfully utilized an existing technology in a new way not yet performed on a global basis.

In very few incidents, drilling or tripping through unstable zones (especially when drilling through sticky shales and loose sandstone zones charged with downhole faults/fractures) with complete loss of circulation, severe tight spots, stalling tendencies, hard backreaming, etc., might be experienced. In the worst-case scenario, the pipe might get stuck and cannot be freed. The engineering team investigated several options to allow drilling and casing off the trouble zones in such incidents, while reducing the NPT at the same time. Sidetracking through open hole and/or cased hole whipstock, then utilizing Level-2 casing-while-drilling (CwD) technology to drill and case off the unstable zones was the best cost-effective option.

Successful deployment of Level-2 16” × 13⅜” CwD technology through an 18⅝” cased hole sidetrack whipstock and Level 2 22” × 18⅞” CwD technology through an open hole sidetrack led to drilling and casing off severe unstable sections in two separate wells in different areas of interest. The Level-2 13⅜” CwD utilization to drill and case off trouble zones through a cased hole sidetrack was the global first. The Level-2 18⅝” CwD utilization to drill and case off trouble zones through open hole sidetrack was the country first.

Both led to significantly reducing the NPT that resulted from the stuck pipe incidents in a cost-effective manner. Extensive engineering simulations, technical limits, and risk assessments were set to ensure flawless execution. During the job execution, the drilling performances were constantly monitored. The engineering simulations are updated using the actual parameters to ensure accurate measurements of the accumulated fatigue while being rotated to preserve the casing, due to exposure to high dogleg severity (DLS) in the sidetracked wellbore. Furthermore, the hydraulics are optimized in real-time to ensure hole cleaning without further increase in the equivalent circulating density (ECD).

Even with no prior global experience of the utilization of this technology through such an operation, the pursuit of the technical limit was to reduce the NPT as much as possible. This article will highlight the planning steps, challenges, detailed engineering simulation, risk mitigations and engineered solutions, and the successful results of the deployment of Level-2 CwD runs through sidetracked wellbores.

Introduction

Casing-while-drilling (CwD) is a relatively new commercial well construction process in which standard casing is used as a drillstring to deliver both rotary and hydraulic power to a drill bit and/or bottom-hole assembly (BHA) connected to the casing. Attempts to use CwD were reported in 1920. Since commercial CwD technology was introduced for testing trials in 1999, it has gradually matured to address various drilling problems and challenges to the extent it is now used in many applications to drill from one casing shoe to the next casing point in vertical, tangent, and directional sections.

Maturity of the technology has led to multiple casing drilling technology configurations being available for implementation, Fig. 1. The two types of the CwD systems are the non-retrievable system, and the retrievable BHA system.

The non-retrievable system uses a rotating tool to turn the casing at the surface and a drillable bit made up
to the casing on the bottom to drill the formation. The casing in this system is considered as the drillstring. Accessories are installed along the casing string to limit vibration and centralize the string for cementing after reaching the section target depth. This system can be implemented in any size of casing. Drilling is typically performed in a single run and does not allow the use of directional or logging tools.

The retrievable BHA system employs the same casing rotating tool and accessories as the non-retrievable system, but replaces the drillable bit with a retrievable BHA. While the casing remains as the drillstring, the retrievable system allows for the inclusion of conventional drilling BHA components, such as a mud motor, rotary steerable system, and/or measurements-while-drilling. The retrievable system allows for the retrieval of the BHA through the drift of the casing at any point in the drilling process using standard drillpipe and specialized retrieval tools.

The deployment of CwD allows for the casing to be constantly on bottom, reducing the potential for incidents causing nonproductive time (NPT) due to wellbore instability. CwD stabilizes the formation while drilling. Each foot of borehole is drilled and cased off simultaneously, eliminating the need for a separate casing run.

**Benefits of CwD Technology**

**Implementation**

CwD technology provides an excellent solution where total losses and/or borehole instability is registered as a critical drilling challenge. The solutions that CwD introduces toward addressing these challenges are briefly described as:

1. **Challenge: NPT caused by loss of circulation and poor wellbore instability.**

   Solutions:
   
   a. Often reduces losses through the plastering effect, Fig. 2.
   
   b. The ability to drill blind with no or partial returns.
   
   c. Better control on the mud cap and related chemicals.

2. **Challenge: Poor wellbore stability in highly depleted formations and/or interbedded sections.**

   Solutions:
   
   a. The plastering effect strengthens the borehole wall (smearing cuttings on the wellbore wall) while rotating the casing. The smearing action strengthens the wellbore while it seals pores in the formation to reduce fluid loss, Fig. 2.
   
   b. The assurance of casing setting at the desired depth.
   
   c. Casing string elimination if the casing string is used for wellbore problems.

3. **Challenge: Complex casing designs and time savings (faster process).**

   Solution:
   
   a. The ability to slim well designs through CwD implementation. With the ability to case off combined trouble sections while drilling, casing strings can be eliminated by gaining the ability to set the parent casing deeper than originally planned, or by combining different trouble zones together in one section.

4. **Challenge: Optimizing well duration in some areas of interest, and reducing associated cost accordingly.**

   Solution:
   
   a. Hole cleaning improvement: In general, CwD introduces significantly higher annular velocities, a critical factor in hole cleaning, than conventional drilling with the same flow rates, Fig. 2.

**CwD System Selection**

The CwD systems have widely expanded since its introduction as a new commercial technology in 1999. The system is divided into two different types with implementation in multiple locations around the world, Fig. 3. The Level-2 system requires a special drill shoe; combination of drillable alloy body, fixed cutter bit profile, and polycrystalline diamond compact (PDC) cutters. This drill shoe can be safely cleaned out to allow access to drilling lower formations. Having these features allow it to be drilled out with a standard PDC bit without the need of a dedicated clean out trip, improving drilling performance and effective hole cleaning.

After extensive cost comparison between the two systems to be selected for two different projects, utilizing the Level-2 CwD system was selected instead of the Level-3 CwD. The sidetracks are initiated using motor BHAs, and then drilling a comfortable section above the trouble zones. The CwD system is then run to drill and case off the trouble zones.

Two wells in separate areas of interest faced severe wellbore instability while drilling through sticky shales and loose sandstone zones, charged with downhole natural fractures. In both cases, both the loose sandstone
and the sticky shale zones became aggravated further due to drilling with complete loss of circulation, leading to wellbore collapse and the drilling string getting stuck at the BHA. The stuck pipe incidents in both wells happened off-bottom while backreaming out of the open wellbore. The wellbore section sizes were 16" and 22".

A cased hole sidetrack through an 18⅝” casing whipstock was performed successfully in the first well. A directional motor BHA was used to initiate the sidetrack and drill to above the lost circulation zone in the original wellbore. The Level-2 16" × 13⅜” CwD system was implemented to drill through both the lost circulation and unstable zones, and case them off successfully. An open hole sidetrack through a cement plug was performed successfully on the second well. A directional motor BHA was used to initiate the sidetrack and drill down to above the lost circulation zone in the original wellbore. The Level-2 22" × 18⅝” CwD system was implemented to drill through trouble zones and case them off successfully.

Challenges of CwD through Sidetracked Wellbores

During sidetracking, stepping away from the original wellbore requires a high dogleg...
severity (DLS). Stepping away is necessary to avoid falling back to the original wellbore. Cased hole sidetracks might generate higher DLS when stepping away from the original wellbore when compared to open hole sidetracks. Overall, the DLS at the starting depth of the sidetrack might be within $3.0^\circ$ to $10.0^\circ/100$ ft. Drilling/reaming with casing through this DLS range is challenging, requiring extra considerations when compared to the normal Level-2 CwD system.

**Fatigue**

Some of the casing joints will be exposed the most to the high DLS area in the well profile. Normally, the casing joints across the high DLS area at the time of initiating the casing rotation will be the highest casing joints with the risk to being fatigued. This is due to being exposed the most to the additional strain from the resultant rotation and/or drilling loads.

Casing joint connections have a fatigue failure curve. The rotary/drilling loads have to be estimated and compared with the fatigue failure curve to determine the operational limits available before failing. Based on the well profile, the maximum estimated bending stress must be calculated first to calculate the resultant fatigue life of the casing joints most exposed to the bending loads. Based on the estimated accumulated fatigue life of the joints, the maximum total accumulated revolutions can be estimated.

Furthermore, since there is no control on the well profile while drilling with casing with the Level-2 CwD system, the drop in inclination due to drilling with casing has to be taken into consideration. An assumed gradual drop of $1^\circ/100$ ft can be used. Then, the effect of the inclination drop is taken into the bending stress estimation.

Rotating at the same location for a prolonged period should be completely avoided. With the high DLS around the sidetracked area, high accumulated fatigue due to the excessive generated side forces can be a reason for premature failure of the casing string. It is critical in the case of cased hole sidetracks as the casing string is being affected by both the side forces generated, and the sharp cut in the body of the cemented casing string. The instantaneous rate of penetration (ROP) performance becomes critical when it dramatically drops. Therefore, continuous real-time analysis is required to evaluate the situation, and may stop drilling if the drilling performance does not improve.

**Torque and Drag**

The highest estimated surface torque is calculated and compared with the optimal makeup torque of the casing connections. If total loses are expected, extra safety factors might need to be applied to account for the cuttings that cannot be evacuated to the surface or into the fractures. Surface torque may build up.

The expected buckling in the casing string while applying weight on bit (WOB) on the surface needs to be estimated. The maximum WOB is determined and taken into consideration in regards to the expected total revolutions of the job. Any limitation of the WOB might affect the drilling performance.

**Job Planning**

**Drill Shoe Bit Selection**

In the past, drill shoe design inherited a basic PDC bit profile since the application targeted drilling softer formations. Therefore, the older bits’ designs usually are not optimized enough to be considered.

For the 16” bit design, two different profiles of PDC bits were used to find the optimized baseline profile. The tested designs are: 6-blades with 16-mm cutter length, 7-blades with 15-mm cutter length, and 7-blades with 16-mm cutter length designs. After gathering the 16” PDC bit’s historical data in different areas of interest, the 7-blades with the 16-mm cutter profile design showed the best results in terms of drilling performance (ROP) and bit wear, Fig. 4. It is chosen

Fig. 4 The typical wear condition of newly run 16” PDC bit 7-blades with 16-mm PDC cutters when drilling through similar formations. The wear condition is excellent to be reused again to drill through the same application several times.
as a baseline to build the drill shoe design, Fig. 5.

Another enhancement is related to the hydraulics. Lower flow rates are required to compensate for the high annular velocity due to the small clearance between the casing and borehole wall, Fig. 6. Applying the same flow rates of the conventional drillstrings will enforce higher equivalent circulating densities (ECD) in the wellbore. Therefore, with the normally lower flow rates while drilling with casing compared with the flow rates when drilling with the conventional drill string (±600 to 700 vs. ±1,000 gallons/min), the overall hydraulic horsepower per square inch of the drill shoe will be lower.

This increases the risk of bit-balling, especially when drilling in the sticky formations (shales and loose sand). Those potentially sticky formations are commonly found in the surface sections in both areas of interest in question.

To combat this risk, an anti-balling coating is applied on the outer body of the bit. This feature is proven on the normal PDC bit runs in the 16" size and other sizes, especially when drilling through sticky shale deeper zones. The anti-balling coating is a metallic coating, Fig. 7, that is applied to the surface of the bit body. It greatly reduces the risk of cuttings sticking to the bit (bit-balling), and increases the chances of cleaning a balled up bit.

**Multi-Torque Rings**

Based on the torque and drag analysis, the torque at the drill shoe for the CwD is normally higher than the torque at bit for the conventional drilling (±5,000 to 9,000 vs. ±3,500 ft-lb). Adding this to the expected accumulated torque across the casing string to the surface, the torque close to the surface will most likely exceed the makeup of the typical American Petroleum Institute (API) connections.

Both CwD jobs through sidetracked wellbores presented have an API standard buttress connection. The API buttress connection for the 13¾” 68 lb/ft casing has an optimum makeup torque of ±13,000 ft-lb. The buttress connection for the 18¾” 115 lb/ft casing has an optimum makeup torque of ±18,000 ft-lb.

Torque rings, Fig. 8, are installed on the API-type
casing connections to increase the ability of the casing connections to handle higher torque values. The connections are then converted to metal-to-metal seal-type connections, allowing the application of up to 50,000 ft-lb makeup torque on the connections. They come in slightly different lengths indicated by different color codes. The different torque rings will cover the differences in the connection lengths, Fig. 9. The slight differences in the length of the connections are normal during manufacturing of the casing joints.

**Level-2 16” × 13 ¾” CwD through Cased Hole Sidetracked in 18¾” Casing**

Subject Well-X was planned as a vertical development well. Offset well analysis has shown particular wellbore instability across a 16” section related to drilling through sticky shales and loose sandstone zones, charged with downhole faults/fractures to a lost circulation zone. Lost circulation is commonly experienced, which increases the complexity of controlling the wellbore’s collapse; it is almost always drilled and cased off without issues.

In the case of Well-X, it was managed to drill a 16” section to the casing point with total loss of circulation, and proper programmed specifications mixed on the fly drilling fluids and a 75 lb/ft³ mud cap. While pulling the string out, severe tight spots and a stalling tendency were experienced after the BHA got across the sticky shale and loose sand zone. The deeper sticky...
The shale zone is about five stands below the previous 18⅝” casing shoe. The drillstring required hard backreaming and slow pipe movement until the drillstring became stuck off bottom near the previous casing shoe. After several nonsuccessful attempts to free the pipe, the well was sidetracked through a 18⅝” cased hole whipstock, utilizing the Level-2 16” × 13⅜” CwD technology to drill and case off the instable zones, which was the best and most cost-effective option.

**Challenges**
The main challenges of utilizing the Level-2 16” × 13⅜” CwD technology across the 18⅝” whipstock were:
- The actual drilling performance with the CwD system with no previous history of the 7-blade drill shoe design.
- Reaching high fatigue when running the CwD system through the high DLS across the cased hole window (planned 6.0°/100 ft, actual 9.92°/100 ft).
- The inclination drop while drilling with the casing. The risk was drifting back to the abandoned wellbore.

**Planning**
Before running with casing across the cased hole window, the sidetrack motor BHA that initiated the sidetrack wellbore continued drilling to 30 ft above the lost circulation zone in the original wellbore. The wellbore inclination where the motor BHA stopped drilling was 7°. The intention is to compensate for the anticipated inclination drop when drilling through the planned zone with the 13⅜” 68 lb/ft casing.

To confirm that applying casing drilling is technically feasible, torque and drag, stress, and fatigue engineering simulations are performed. All simulations confirm that the results are within the technical acceptable range. With the cased hole whipstock in place, the well had become more challenging with regards to downhole torque, stresses, and high fatigue on the casing string.

**Torque and Drag Analysis:** The torque and drag analysis was performed based on the maximum highlighted parameters:
- WOB: 35,000 lb.
- Surface revolution per minute (rpm): 60 rpm.
- Flow rate: 700 gal/min.
- Open hole friction factor at 0.5 and cased hole friction factor of 0.3.

Based on the actual well profile of 9.92°/100-ft DLS at the cased hole window, and starting the CwD operation with 7° of inclination, the expected torque and drag results are illustrated in Fig. 10.
- There are no risks of buckling the casing with the planned maximum WOB.
- The expected total accumulated torque at the surface is ±15,000 ft-lb.
- The expected torque at the drill shoe is ±9,000 ft-lb.

**Hydraulic Sensitivity:** The main estimation when running the hydraulics is the expected pumping pressure at the surface. It is compared with the maximum surface collapse pressure rating for the casing string. The maximum flow rate to be used is established (the maximum flow rate the drill shoe can handle can be used if the results of the simulation are acceptable).

Based on the simulation, the expected surface pumping pressure while using a 700 gpm flow rate is 525 psi, and is 630 psi with 800 gpm. Both estimated pumping pressures are less than the collapse pressure of the 13⅜” 68 lb/ft casing.

**Casing Stress Analysis and Accumulated Fatigue Life:** The expected side forces on the casing string while rotating is estimated based on the well profile, which
is done for each casing joint. From that, the maximum bending stress on the casing string is estimated. The accumulated bending stress will be used to estimate the maximum revolutions allowed while conducting the CwD operation.

Based on the casing stress analysis in Fig. 11, the expected maximum bending stress on the casing string is estimated to be 14,104 psi. Furthermore, the joints that are exposed to the maximum amount of side forces are (the peaks):

- Casing joint located across the sidetrack area when rotation is initiated.
- Casing joint across the sidetrack when the casing reaches the section total depth (TD).

The casing string is exposed to multiple uncertainties while drilling that might cause twist offs. Casing joints have been known to twist off while drilling, even when the actual accumulated fatigue life used does not reach 8%. As a result, the acceptable level of the used fatigue life while planning was set at 5%. In Fig. 12, the simulation presents the casing joint, which accumulates the most fatigue life used. It is the joint that is exposed to the highest risk of failure. The result illustrated in the right chart of Fig. 12 is actually of the casing joint across the sidetrack area when rotation is initiated. This casing joint will have the maximum exposure of the side force loads.

Based on the maximum bending stress, the estimated maximum total revolutions for the job is set at 250,800 revolutions, resulting in an estimated fatigue life use of 4.3%. The fatigue analysis with the actual survey, parameters to be applied, and the ROP expected had shown an alarming result of 4.3% of the casing joint. Therefore, close monitoring of the actual casing fatigue life with respect to performance was done to ensure the total revolutions will not exceed the 5% mark.

**Execution and Results**

A full magnetic particle inspection for the casing connection pin, connection box, and 2 ft from both ends of the connections were conducted for all casing joints, which are planned to be used. The fatigue accumulated the most toward both ends of the casing joints. The Level 2 casing drilling BHA, Fig. 13, was picked up at 30 ft above the lost circulation zone experienced in the abandoned wellbore. An appropriate float collar was selected to ensure it can withstand the high flow rates required for drilling and hole cleaning, without compromising valve integrity during the cementing operations. Two float collars were used as a precaution to have two float valves in the casing string. The casing connections were fitted with the multi-torque rings to provide the torque capabilities required during drilling and reaming, with efficient seal ability. The drill shoe was tack welded in place as a torque ring cannot be fitted in its connection. The 28,000 ft-lb of makeup torque was applied as indicated in Fig. 13, based on the engineering torque and drag simulation.

Reaming started with casing with controlled parameters through the window, then casing drilling began operations with full returns. Table 1 lists the parameters used to ream and drill with casing. Despite having a total loss of circulation in the abandoned wellbore, which is about 30 ft away from the sidetracked wellbore, no losses were observed while drilling with casing due to the blistering effect, previously highlighted in Fig. 2. During the CwD operation, no vibration or bit whirl was observed. Furthermore, the torque and drag trends were in the acceptable range as per the engineering simulation. Moreover, no borehole instability issues

---

**Fig. 11** The maximum bending stress and side forces for the 13⅝” casing of subject Well-X.
**Fig. 12** The planned accumulated fatigue analysis based on the planned well profile of subject Well-X.

![Cumulative Fatigue of All Joints](image1)

![Fatigue History of Joint](image2)

**Fig. 13** The Level-2 16" × 13¾" CwD BHA.

![Level-2 16" × 13¾" CwD BHA](image3)
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### Table 1: The road map parameters for reaming and drilling with casing.

<table>
<thead>
<tr>
<th>Order</th>
<th>COMPONENTS</th>
<th>OD</th>
<th>ID</th>
<th>MU Torque with MLT-TQ (FLbs)</th>
<th>Weight</th>
<th>Connection (Top/Bottom)</th>
<th>Type</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>CASING (All the rest to the Surface)</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Box</td>
<td>Box</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>CASING JOINT</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Pin</td>
<td>Pin</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Float Collar</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Box</td>
<td>Box</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>CASING JOINT</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Pin</td>
<td>Pin</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Float Collar</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Box</td>
<td>Box</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>CASING JOINT</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>28,000</td>
<td>BTC Pin</td>
<td>Pin</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>16-in 7-bladed 16-mm cutters Drill-shoe</td>
<td>13</td>
<td>36</td>
<td>12.42</td>
<td>16,000</td>
<td>BTC Box</td>
<td>Box</td>
<td></td>
</tr>
</tbody>
</table>
were observed. Drilling continued through the different section formations while applying the optimized drilling parameters as per the road map in Table 1 to section TD.

During the job execution, the drilling performances were constantly monitored. The engineering simulations were updated using the actual parameters to ensure accurate measurements of the accumulated fatigue while being rotated to preserve the casing due to exposure to high DLS (actual 9.92 vs. planned 6°/100 ft) in the sidetracked wellbore. Furthermore, the hydraulics are optimized real-time to ensure proper wellbore cleaning without further increase in the ECD. Accumulated fatigue simulation was constantly updated during the job execution to ensure that the total revolutions will not exceed the maximum pre-set value. The total revolutions actually were 120,643, Fig. 14. Subsequently, based on the actual well profile, which is tougher than the planned one, the actual accumulated fatigue consumed for the most critical joint was 6.3% compared to the planned 4.5%. It did exceed the acceptable technical limit set at 5.0%, but the casing withstood the fatigue resulting in a success. Figure 14 illustrates how important evaluating the actual real-time results are. The engineering simulations are updated and monitored accordingly.

Even with no prior global experience of the utilization of this technology through such an operation, the CwD operation went as planned, with no registered incidents. The average ROP was 33 ft/hour. The actual parameters and drilling performance are summarized in Fig. 15. The maximum surface torque was around 22,000 ft-lb, and the maximum pressure observed was around 1,100 psi. Both were higher than the estimated values, but still within the acceptable technical limits of the casing. The bit was drilled out with a previously used conventional PDC bit.

A used 12” conventional PDC bit was used to drill out the cemented in place 16” drill shoe. It was also used to dress the drill shoe with and without rotation,
and then drill a 10 ft hole. Figure 16 shows pictures of the used PDC bit before and after drilling out the drill shoe. The bit came out in a good shape through carefully applying the pre-set drilling out parameters. The WOB used did not exceed 15,000 lb, and the surface rotation used did not exceed 40 rpm.

**Major Achievements and Highlights**

1. No safety related incidents.

2. The first global utilization of the CwD Level-2 system to drill with casing through 18¾" cased hole whipstock with the vendor supplying the CwD services.

3. The utilization of torque rings proved to enhance torque capabilities (actual around 22,000 ft-lb vs. optimum 15,000 ft-lb for the API buttress connections).

4. The hydraulics were optimized to ensure proper wellbore cleaning without increasing the ECD to induce losses.

5. The plastering effect efficiency was proven by drilling with casing to the planned depth with full

**Fig. 16** A comparison between the used 12" conventional bit condition before and after drilling out the 16" cemented in place drill shoe. Also, a picture of the actual debris of the drill shoe collected on the surface.

---

**Table 2**

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casing Drilling</td>
<td>34.8</td>
</tr>
</tbody>
</table>

---

**Fig. 15** The actual CwD performance of the first global utilization of the CwD Level-2 16" x 13¾" system through a 18¾" cased hole whipstock in subject Well-X.
returns, although the main wellbore was under total loss of circulation.

**Well Surveys After the CwD Operation**

After the execution of the 16” × 15¾” CwD operation, a wellbore survey was taken to check the level of inclination drop. The results showed a total of 1.74° drop in inclination from 7.0° to 5.2°, after drilling a significant length with the casing, Table 2.

**Level-2 22” × 18¾” CwD through Open Hole Sidetrack in 22” Wellbore**

Subject Well-Y, Fig. 17, was planned as a horizontal development well. Offset well analysis has shown a non-major wellbore instability when drilling through the first 22” section of the well. The near surface formations consist of carbonates, loose sand, and shale. Moreover, the carbonate section is the main challenging zone while drilling with a complete loss of circulation; it is almost always drilled and cased off without issues.

In the case of Well-Y, it was managed to drill a 22” section below the total lost circulation zone. The plan was to trip out of the hole to change the BHA to remove the roller reamers to allow for smoother drilling to the section TD, as successfully done in the previously offset wells when such an incident happens. After encountering the total lost circulation zone, it was drilled further with the proper programmed mixed on the fly drilling fluids and a 80 lb/ft³ mud cap. While pulling the string out, severe tight spots and a stalling tendency were experienced after the BHA got across the loose sand zone.

The loose sand zone is shallower than the lost circulation zone. The drillstring required hard back reaming and slow pipe movement until the drillstring became stuck off the bottom near the surface. After several nonsuccessful attempts to free the pipe, the well was sidetracked through a cement plug utilizing the Level-2 22” × 18¾” CwD technology to drill and case off both the loose sand and total lost circulation zone, which was the best and most cost-effective option. Extensive engineering simulations, technical limits, and risks assessment are set to ensure flawless execution.

**Challenges**

The main challenges of utilizing the Level-2 22” × 18¾” CwD technology were:

- The actual drilling performance with the CwD system with no previous history with the 8-blades with 16 mm cutter drill shoe.
- The well reached high fatigue when rotating the casing through the actual 3.38°/100 ft DLS vs. the planned 3.00°/100 ft across the sidetracked open hole wellbore.
- The inclination drop while drilling with casing, as it might drift back and contact the abandoned already drilled open wellbore.

**Execution and Results**

A full magnetic particle inspection was conducted for the casing connection pin, the connection box, and 2 ft from both ends for all casing joints planned to be used. The fatigue accumulates the most toward both ends of the casing joints.

After spotting a cement plug above the loss zone and across the loose sand zone, a motor BHA was used to initiate the sidetrack out of the original wellbore.

---

**Table 2** The actual well surveys after completing the CwD operation.

<table>
<thead>
<tr>
<th>Inclination (°)</th>
<th>DLS (°/100 ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>0</td>
</tr>
<tr>
<td>4.72</td>
<td>9.92</td>
</tr>
<tr>
<td>6.13</td>
<td>1.49</td>
</tr>
<tr>
<td>6.79</td>
<td>0.78</td>
</tr>
<tr>
<td>7.00</td>
<td>0.25</td>
</tr>
<tr>
<td>6.87</td>
<td>0.14</td>
</tr>
<tr>
<td>6.71</td>
<td>0.18</td>
</tr>
<tr>
<td>6.52</td>
<td>0.20</td>
</tr>
<tr>
<td>6.38</td>
<td>0.14</td>
</tr>
<tr>
<td>6.10</td>
<td>0.32</td>
</tr>
<tr>
<td>6.25</td>
<td>0.16</td>
</tr>
<tr>
<td>6.19</td>
<td>0.06</td>
</tr>
<tr>
<td>5.85</td>
<td>0.37</td>
</tr>
<tr>
<td>5.61</td>
<td>0.26</td>
</tr>
<tr>
<td>5.37</td>
<td>0.26</td>
</tr>
<tr>
<td>5.32</td>
<td>0.10</td>
</tr>
<tr>
<td>5.25</td>
<td>0.24</td>
</tr>
<tr>
<td>5.26</td>
<td>0.04</td>
</tr>
</tbody>
</table>

---

Fig. 17 The planned Level-2 22” × 18¾” CwD drilling interval across an open hole sidetrack.
and drill the 22” section to 50 ft above the loss zone (maximum DLS was 3.38°/100 ft, 3° inclination). Then, the Level-2 22” × 18⅝” CwD system (BHA in Fig. 18) was picked up, and reamed with a 18⅝” casing, and then drilling of the section began. Figure 19 shows the used 22” 8-blade bit with 16-mm cutter length with no backup raw drill shoe.

Figure 19 shows the used 22” × 18⅝” drill bit. After encountering the lost circulation zone, the drilling stopped and the casing was picked up to work the high accumulated torque as the loose sand started to fall in the annulus. Then, drilling was resumed to the section’s TD. During drilling with casing and after getting thrown in the lost circulation zone, wellbore instability was experienced while making connections. It was closely monitored and dealt with right away by applying the optimized drilling parameters as per the road map in Table 3.

An appropriate float collar was selected to ensure it can withstand the high flow rates required for drilling and hole cleaning without compromising valve integrity during the cementing operations. Two float collars were used as a precaution so as to have two float valves in the casing string.

Accumulated fatigue simulation was performed during the job execution to ensure that the total maximum revolutions were not exceeded. Figure 20 shows that the accumulated fatigue life consumed was 3.1% at a total of 35,640 revolutions. The accumulated fatigue consumed is almost the same as the planning phase (3.5% for the planning stage). Therefore, it is still within the acceptable technical limit of 5%. The accumulated fatigue limit was planned to be kept as

---

**Fig. 18** The Level-2 22” × 18⅝” CwD BHA.

**Fig. 19** The used 22” 8-blade bit with 16-mm cutter length with no backup raw drill shoe.

---

<table>
<thead>
<tr>
<th>PU Order</th>
<th>COMPONENTS</th>
<th>OD (in)</th>
<th>ID (in)</th>
<th>MU Torque with MLT-TQ (f.lbs)</th>
<th>Weight (lb)</th>
<th>Connection (Top/Bottom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>CASING (All the rest to the Surface)</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>F</td>
<td>CASING JOINT</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>E</td>
<td>Float Collar</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>D</td>
<td>CASING JOINT</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>C</td>
<td>Float Collar</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>B</td>
<td>CASING Joint</td>
<td>18.58</td>
<td>17.43</td>
<td>30,000</td>
<td>115.00</td>
<td>BTC Box</td>
</tr>
<tr>
<td>A</td>
<td>22-in 8-bladed 16-mm cutters Drill-shoe</td>
<td>22.00</td>
<td>17.43</td>
<td>18,000</td>
<td></td>
<td>BTC Pin</td>
</tr>
</tbody>
</table>

---

**Table 3** The road map for the planned drilling parameters.
low as possible rotating the big casing under high DLS could lead to connection fatigue when compared with the 13⅜” casing.

The actual parameters and drilling performance are summarized in Fig. 21. The maximum surface torque was set at 24,000 ft-lb. The actual surface torque was reaching the limit causing the applied drilling parameters to be controlled in the majority of the section.

**Well Surveys After the CwD Operation**

Based on Table 4, the inclination after the completed operations behaved different when compared to Table 2 for the smaller size casing. The different sidetrack system (open hole vs. cased hole), and the bigger casing size could be factors for the difference. The inclination dropped at first by almost 2.08°, then started to build by approximately 1.11°.

**Achievements and Highlights**

1. No safety related incidents.
2. The first country Level-2 22” × 18⅝” CwD system through an open hole sidetrack with the vendor supplying the CwD services.
3. The utilization of multi-torque rings to enhance torque capabilities (actual maximum torque experienced at the surface was approximately 24,000 ft-lb vs. a makeup torque of 18,000 ft-lb) for the API buttress connection without the torque rings.
4. Secured the total lost circulation zone.

---

**Table 3** The road map for the planned drilling parameters.

<table>
<thead>
<tr>
<th>RPM</th>
<th>Recommended Makeup Torque = 30,000 for Casing Connection W/MLT</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>WOB (Klb)</td>
<td>GPM</td>
<td>Max Torque (ft-lb)</td>
</tr>
<tr>
<td>40 – 50</td>
<td>25 – 35</td>
<td>700 – 800</td>
</tr>
</tbody>
</table>

**Fig. 20** The actual accumulated fatigue analysis for the 18⅝” casing string with the actual well surveys.
Conclusions and Future Considerations

The CwD technology has many benefits, including reducing the associated cost, especially during the NPT period. The initial startup and planning required a thorough engineering analysis performed by the multidisciplinary engineering team, as these operations were globally unique. After the successful global utilization of the technology, further plans will be developed to build through such incidents to utilize the technology for further optimization efforts. This is an ongoing engineering process. Further performance improvement and optimization can be achieved.

Applying optimized parameters and connection practices can lead to more optimization by eliminating the need for a dedicated drill out trip to clean both drill shoes. Also, further development of the 22” drill shoe will be required to enhance the design and improve the performance. Increasing the number of cutters and the length of the blades are two design features to study.
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Iron sulfide (FeS) scales are considered one of the most commonly encountered formation scale in the oil and gas industry, which can adversely impact well deliverability and integrity. Traditional chemical treatments using inorganic acids, such as hydrochloric (HCl) acid, are not favorable due to its corrosive nature and rapid generation of hydrogen sulfide (H₂S) gas. The success rate for such an operation is further challenged by the molar ratio of iron to sulfur and the existing polymorph of FeS, such as pyrite, pyrrhotite, troilite, marcasite, and mackinawite.

This article strives to share the laboratory development and field application results for a revolutionary chemistry that was developed as an integrated solution to dissolve FeS scales and inhibit further scale nucleation. Extensive laboratory testing was conducted under anaerobic conditions to create an evolved chelating agent with high FeS dissolution, minimal corrosion rate, and no H₂S generation. The experimental setup included in situ mixing of Fe⁺² and S⁻² to create FeS scale that were placed in glass vial reactors and exposed to specific temperature and pressure. Furthermore, a thorough evaluation of sulfide scale properties and behavior under varying reservoir pressure and temperature is incorporated into a computational model to understand and accurately control the scale deposition process.

Several clean out jobs have been successfully performed in the field using this treatment. Lab results showed a minimal presence for the ferrous ion and total sulfide once filtered from the aqueous phase. Furthermore, the results for FeS dissolution at different pH levels will be shared to determine the optimum pH values for the chelating agents. The collected data showed that this dissolver was able to outperform tetrakis (hydroxymethyl) phosphonium salt-based dissolvers without the adverse effects of HCl acid.

Post job results will be discussed, including job design, field execution, lessons learned, and solid compositional analysis. Furthermore, an inhibition program has been implemented based on the acquired results from this model, and frequent inspections conducted showed no scale deposition over extended production periods.

The novelty of this approach is its ability to efficiently remove FeS scales and inhibit nucleation at early stages without relying on inorganic acids. Lab results will be discussed in detail to examine the role of chelating agents in FeS dissolution at different pH levels under anaerobic conditions. Field deployment data will be shared to definitively prove the effectiveness of this treatment in removing and preventing further FeS precipitation. This study will help to provide some information on an issue that has long concerned the oil and gas industry, and up to this date, no effective prevention mechanism has been discovered.
in injection rate due to formation damage, reduced production rate, loss of wellbore accessibility, and premature electric submersible pump (ESP) failures, as well as damage to existing downhole completions.

The purpose of this article is to share the acquired experience in tackling the presence of FeS scale and restore both wellbore accessibility and productivity after treatment operations.

**FeS Precipitation Process**

Typically, FeS scale is formed by the reaction between \( \text{H}_2\text{S} \) and iron. It can be present in several forms: Pyrrhotite \((\text{Fe}_x\text{S}_{y})\), troilite \((\text{FeS})\), pyrite \((\text{FeS}_2)\), greigite \((\text{FeS}_2)\), and mackinawite \((\text{FeS}_2)\). FeS is present in crude oil, gas, and injector wells that are contaminated with sulfate reducing bacteria. An additional source of FeS is the iron that is produced either from the formation brine or by the corrosion of the tubing.

Hydrochloric (HCl) acid has been used for descaling, as FeS scale deposits contain low sulfur content because it would have a higher degree. Its major disadvantages include low pyrite solubility and \( \text{H}_2\text{S} \) gas release, which makes the process more expensive, as there is a high cost associated with the handling of \( \text{H}_2\text{S} \) gas.

Even though the solubility of FeS scale has proven to increase with the decrease of pH, several substances are being used to remove FeS scale, rather than HCl acid and organic acids, such as: acrolein, tetrakis (hydroxymethyl) phosphonium salts, and chelating agents.

**Traditional Treatment Method**

Gamal et al. (2019) suggested in their study that glutamic acid and diacetic acid (GLDA) could be introduced as a candidate for pyrite scale removal. In addition, the blended GLDA/diethylenetriaminepentaacetic acid formulation could also be recommended because it has a neutral pH — less corrosive to well equipment — and nearly relatively high dissolution performance. The biodegradability of GLDA exceeds 80% in 30 days. GLDA has been reported for several field applications; in particular, it has been used as an iron control agent in stimulation operations, as a stand-alone stimulation fluid, and as a scale removal chemical.

Meanwhile, CaSO\(_4\) scale has been identified as one of the most common scales contributing to several serious operating problems in oil and gas wells and water injectors. CaSO\(_4\) precipitation in downhole equipment, such as ESPs, can have a negative impact on well performance by lowering well injectivity and productivity. Typically, this scale can be encountered as three distinct forms: gypsum \((\text{CaSO}_4 \cdot 2\text{H}_2\text{O})\), bassanite \((\text{CaSO}_4 \cdot \frac{1}{2}\text{H}_2\text{O})\), and anhydrite \((\text{CaSO}_4)\).

Therefore, the objective from this article is to build upon the existing literature, and the difficulties to remove such a complex aggregate (hydrocarbons impregnated mixed scales with sand). This study strives to present an alternative to convert/dissolve anhydrite-pyrite mixed scales covered by oil.

**Laboratory Testing and Analysis**

To evaluate the effectiveness of the new proposed chemical solution, which utilized enhanced chelating agents to breakdown the FeS and CaSO\(_4\) scale structure, several downhole scale samples were collected from the field and sent to the lab for laboratory analysis and testing, Fig. 1.

In addition, the laboratory analysis scope includes the testing procedure for both downhole and surface scale samples to evaluate the treatment effectiveness and performance under anaerobic and surface conditions, therefore, the field samples were collected from the surface flow line network, Fig. 2.

**Chemical Dissolution Process**

The chemical solution process to overcome scale accumulation was designed in multiple stages to ensure effective dissolution under both anaerobic and surface conditions. Based on existing literature and accumulated field experience, it was determined that pre-conditioning the wellbore region to receive the treatment fluids was vital to ensure effective dissolution and successful operations. Therefore, a pre-flush fluid was utilized to separate the oil and water phases to condition the wellbore and formation surface rocks to receive treatment fluids.

This pre-flush system is a strong paraffin and asphaltene solvent formulated locally, and it consists of...
four proprietary products that can be mixed in diesel (carrier fluid) during pumping operations. The main objective for this pre-flush fluid is to help overcome several downhole challenges, including dissolving paraffin, asphaltene and oily sludges, oil-soluble surfactant to make surface water-wet and break emulsions as well as H₂S scavengers in case of any generated H₂S gases.

Proprietary formulation of this pre-flush fluid is recommended to change the surface wettability of the scale and ensure it is accessible for the scale removal treatment stages. This surfactant treatment will be circulating after the hydrocarbon solvent stage, and eventually, once the fluid is changed, based on the treatment’s design.

Thereafter, the scale removal process can be initiated in two stages. The first stage was designed to utilize the enhanced chelating agent’s chemical solution, which is a strong water-soluble proprietary scale converter, used to remove the scales. By changing the chemistry of the persistently insoluble FeS derivatives (pyrrhotite, troilite, pyrite, greigite, and mackinawite), CaSO₄, and barium sulfate hard scales, and convert them into a soluble material, they can be easily washed by acid systems.

Meanwhile the second stage relies on a strong proprietary aminopolyacarboxylate-based chelating agent scale dissolver. The chemical works through controlling metal ions in water-based systems and alter the chemistry of the hard scales to significantly enhance their solubility and facilitate their removal. In addition, it can be used as a secondary dissolver for the iron oxide hard scales.

Table 1 summarizes the added chemical solutions that were tested in 100 milliliter boron-silicate bottles, and 30 mL test tubes were used to contain the treatment solutions. Each sample was then gently manipulated to ensure the integrity of the scales. In between each treatment stage, the scale samples were filtered with Whatman filter paper.

**Results and Discussion**

The three field scale samples, previously shown in Fig. 1, are impregnated with hydrocarbons, and it implies that the solvent system followed by the surfactant stage must precede the conversion (anhydrite and gypsum)/descaling treatments. Figure 3 lists the treatment design and its timeframes.

Figure 4 shows the dissolution design treatment for these downhole field scale samples, which are taken from Well H-22.

Figure 5 shows the scale sample from Well H-22 after the application of treatment fluids, which caused the removal and separation of the impregnated.

The scale sample from Well H-22 was completely removed in HCl acid 15% by weight after completing all treatment stages. This process helped to reassure the effectiveness of this treatment without heavily relying on HCl acid as the traditional treatment design. Similarly, this treatment recipe was utilized in the dissolution design for the field scale samples collection from Well H-33. Fig. 6.

The hydrocarbon removal can be observed in Fig. 7 as a consequence of adding the pre-flush solution system, followed by the second stages of the FeS scale dissolver, which is utilizing a proprietary design in handling this type of hard scales.

Figure 8 shows the conversion of anhydrite and gypsum into acid-soluble scales.

The scale sample from Well H-33 presented an 86% by weight removal of the hydrocarbon cover. Scale was converted to calcium carbonate by a scale switch system and removed by an HCl acid system.

Figure 9 shows the dissolution design treatment for the field scale from Well H-208.

**Post-Laboratory Analysis**

Extensive laboratory analysis was conducted to help determine the optimum design that could provide the highest results in terms of scale dissolution and achieve the best scale weight reduction index for the field sample of mixed FeS and CaSO₄ scales impregnated with hydrocarbons. A preliminary hydrocarbon solvent

---

**Table 1** A summary of the added chemical solutions that were tested.

<table>
<thead>
<tr>
<th>#</th>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pre-flush</td>
<td>Paraffin/surfactant mixture</td>
</tr>
<tr>
<td>2</td>
<td>First stage scale dissolver</td>
<td>Enhanced chelating agent</td>
</tr>
<tr>
<td>3</td>
<td>Second stage scale dissolver</td>
<td>Enhanced chelating agent</td>
</tr>
<tr>
<td>4</td>
<td>Post-flush</td>
<td>Distilled water + scavenger</td>
</tr>
<tr>
<td>5</td>
<td>7.5% HCl acid</td>
<td>Calcium carbonate scale dissolver</td>
</tr>
</tbody>
</table>
treatment was necessary to remove the impregnated oil, thereby releasing the trapped volume of hydrocarbon fluids generating a water-wet surface rock and creating the ultimate medium for the subsequent chemical interaction, Fig. 10.

Furthermore, it was necessary that a surfactant treatment be implemented to change the wettability on the scale surface and create a water-wet surface rock that will aid in the chemical interaction; the same surfactant treatment is utilized to clean out the samples in between each treatment stage.

All the remaining scale solids were kept inside the desiccator for 24 hours, and the weight was measured in a four digits for balance (accuracy ± 0.2 mg).

**Field Job Execution**

Adequate laboratory testing was conducted to evaluate the treatment effectiveness prior to moving to the execution of the field job. The proprietary design utilized enhanced chelating agents that were able to effectively dissolve the downhole scale samples, which have been collected from the field. The job design was carried...
out in a similar fashion that was implemented in the laboratory analysis to achieve the target success rate in terms of scale dissolution.

Consequently, a coil tubing unit with a rotary jetting nozzle was utilized to convey the treatment fluids to the required target depth to ensure optimum fluid placement and minimize operational costs by reducing the total amount of required chemical volume fluids. In addition, a flow back testing system was utilized to monitor the returns from the well, perform X-ray diffraction analysis for the collected samples, measure well flow rates, and assess the overall success rate from these scale removal jobs.

The job was commenced by pumping a stage of the hydrocarbon solvent treatment system to release any impregnated oil phase fluids. This process was aided by a strong surfactant treatment recipe to help create a water-wet surface rock and create the optimum medium conditions for the subsequent chemical interactions. Thereafter, the scale dissolver system was pumped into two stages with a total of 48 hours of soaking after pumping each stage, to ensure that the chemical interaction will be able to take its full effect.

This allowed the scale dissolver to breakdown the molecular structure bond between the iron and sulfide scale components so it can be flowed back to the surface in the later stages. Finally, a post-flush treatment fluid was pumped to circulate all the dissolved and broken scale particles back to the surface where flow rates were being measured and solid samples were collected frequently for future laboratory analysis. A contingency stage of 7.5% HCl acid was included since the collected downhole scale samples indicated the presence of calcium carbonate scale.

Fig. 6 The proposed treatment for field scale; taken from Well H-33.

Fig. 7 The scale sample from Well H-33 after removing the impregnated hydrocarbons.
Conclusions

This article discusses the application of FeS scale removal technology in a cost-effective approach that does not rely on aggressive and highly corrosive solutions, such as HCl acid. The engineering challenges, best practices and lessons learned from this technology are summarized. Post-job analysis indicates that this scale switch technology is a viable and effective means to remove scale fill accumulations from wellbores with large completion and low bottom-hole pressure.

The following points summarize the lessons learned and are cultivated from the implemented field applications.

1. The incorporation of a proprietary solvent system as the first step in the treatment design helped to create the optimum downhole conditions for the subsequent treatment stages.

2. The newly developed solvent system helped to enhance the oil and water separation process, which was able to separate the impregnated oil phase from the scale samples and created a water-wet surface rock, which is the ideal condition for the upcoming treatment fluids.

3. The proposed scale switch technology provides an innovative approach to breakdown the molecular bond inside the FeS structure so that it may be flowed back to the surface in later stages, thereby avoiding highly corrosive and aggressive solutions, such as HCl acid.

4. The utilization of a rotary jetting nozzle helped to optimize the placement of treatment fluids inside the wellbore, and ensure high exposure for the accumulated downhole scale deposits and achieve high removal at a lower cost.

5. Utilization of water mixed with an oil dispersant and a friction reducer helped to extend the reach depth of the coil tubing in extended horizontal section wells.

6. Using updated software with real-time field data,
and considering the parameters involved in the scale removal process, can help field engineers to design, optimize, and execute such operations in an efficient and cost-effective manner.
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Automatic Placement of Sidetrack Wells during Simulation Run Time

Babatope O. Kayode, Dr. Karl D. Stephen and Dr. Babatunde O. Moriwawon

Abstract

To maximize recovery while minimizing investment costs, it is often necessary to perform a sidetrack of existing wells instead of drilling new wells. Drilling a sidetrack rather than a new one can significantly reduce drilling costs because the main well has already been drilled. In this study, we discuss the application of automation to determine optimum sidetrack locations and directions using numerical simulation.

The automation algorithm considered in this study creates central surveillance vertical wells that penetrate from the top to the bottom of a reservoir model, and coincide with the topmost perforation of each simulated historic well. It then creates four cardinal surveillance vertical wells, each at the north, south, east, and west of the central surveillance wells at x-grid blocks distance. When the water cut of a historic simulation well reaches a user-defined target, the algorithm receives the water saturation ($s_w$) vs. depth log for the historic simulated well and its associated surveillance wells from the simulator. The algorithm then uses the user-defined specifications to identify reservoir sweet spots defined as $\text{porosity} \times \log_{10}(\text{permeability}) \times \text{thickness} \times (1 - s_w)$, which is then used to determine the optimal depth and direction of the sidetrack well. The sidetrack well is created automatically in the simulation run time and replaces the historic well.

Automating sweet spot identification and creation of perforation resulted in a 95% reduction in the time required by engineers to implement optimum sidetrack wells in the numerical simulation. In addition, because the sidetrack wells are targeted at sweet spots, this methodology allows field development that explicitly incorporates water production management objectives. The simulator automatically shuts in high water producers and replaces them with sidetracks intelligently targeted at sweet spots to maintain field production while limiting water production.

It is common practice to use pulsed-neutron logs (PNLs) to detect unswept reservoir zone(s) to be targeted with sidetrack wells. PNLs help to detect the zone but cannot determine the direction. The present work complements PNLs in determining the optimal direction to drill a sidetrack. The algorithm also provides an economic evaluation of all the sidetrack wells created during a simulation run to provide information to decide which are the best candidates to maximize return on investment.

To our knowledge, this work is the first to consider the application of run time sidetrack well placement in numerical reservoir simulation.

Introduction

After a history matching exercise, the resulting model is used for performance forecasting using historic wells (a no further action forecast scenario) and other scenarios involving sidetrack and wells. During forecast runs, an engineer uses a completed simulation run to identify the locations of unswept or bypassed oil. New wells are then included in subsequent simulation runs to target these locations. These new wells can be infill wells drilled at new locations or sidetrack wells drilled from existing wells.

The usual industry approach used to determine and define a sidetrack well location requires the application of multiple software frameworks and processes. First, a base case prediction simulation is made with, e.g., Eclipse. Then, the timestep results are loaded into a 3D viewer, such as Floviz or Petrel. A cross-section of the grid was created along the target historic well. Next, a diagnostic map such as net-oil-thickness/porosity/oil saturation ($\text{HuPhiSo}$) is created at the date of the intended sidetrack well.

Variants of the diagnostic map are the mobile net-oil-thickness map ($\text{HuPhi (s_o-s_w)}$) and the sweet spot map ($\text{HuKPhiSo}$). The diagnostic map used in the present study shows the sweet spots. The identified sweet spot along a historic well is targeted by a sidetrack well. As illustrated in Fig. 1, after some years of production, Well-P1 was produced with a 90% water cut. The cross-section of the calculated sweet spot when the water cut reached 90% was made using Petrel (or any other 3D visualization application), and it was observed that the lower section of the well was watered out and a sidetrack well could be used to target the upper zone.
One could argue that a water shut-off in the lower zone and reperforation in the upper zone is possible. This is correct, but in this case, the well reservoir contact of the resulting perforation interval could be too short to provide the required productivity. By drilling a horizontal sidetrack, the horizontal well could be drilled to provide the required well reservoir contact, Fig. 1b.

Therefore, planning a sidetrack well in a simulation usually requires finding the date at which a historic well reaches the trigger condition, e.g., water cut > 0.9%, and a post-processor, such as Petrel, creates a cross-section visualization in various directions. The engineer would then have to decide on the zone and direction for a sidetrack well, design the well, export the perforation file for the sidetrack in the simulator’s format, and include the exported file as input data for a new simulation run. Next, the well event file must be edited to shut-in the historic well and open its sidetrack at the proper timestep.

These processes may take several months to complete in large reservoirs containing hundreds of wells\(^2\). Incorporating all these processes into a numerical simulator is beneficial for such reservoirs. Instead of manually designing wells to harness the bypassed oil, the numerical simulator performs this task automatically during the simulation run.

An earlier approach to automating the placement optimization of sidetracks\(^2\), used a pre-processing software external to the simulator to randomly explore several locations and directions for each well. Once a particular location is selected based on instantaneous productivity using Joshi’s formulation\(^3,4\), the selected sidetrack is then implemented in the reservoir simulator. Although Magizov’s automatic approach\(^2\) allows faster exploration of several sidetrack specifications than the traditional manual and laborious process, it does involve several simulation scenarios. As reported in their work\(^2\), several hundred simulation runs were required to determine the optimum sidetrack specifications.

Magizov’s approach\(^2\) can be regarded as semi-manual, because it still requires expert evaluation of potential sidetrack locations based on indices that are calculated by pre-processing software. The new approach helps to automate the steps associated with the traditional approach such that several sensitivity analyses can be performed on the specifications of the sidetrack. It remains unclear from Magizov’s work\(^2\) whether the pre-processing software used the original geological grid properties to evaluate sidetrack locations, or whether it used the grid properties at the timestep when the historic well was due for sidetrack intervention.

The methodology presented in the current work is designed to enable the simulator to make decisions regarding the optimum location for sidetrack placement automatically during run time. This new approach is therefore faster and requires less computational resources compared to Magizov’s approach. The sidetrack evaluation is performed using grid properties at the simulation timestep when the historic well is due for sidetrack intervention.

Autonomously determining the location and direction of a sidetrack with a numerical reservoir simulator involves a few key challenges.

First, the simulator must observe what is happening from the top to the bottom of the reservoir around each historic simulation well. Although historic wells in a reservoir may penetrate from the top to the bottom of the reservoir, such wells may not be perforated across their entire reservoir contact. In reservoir simulations, a well is known only by its well grid connections. Although numerical simulators calculate the properties for all grids at each timestep, well log plots show only the properties of the well grid connections. The grid properties at other sections of the well that have no connection to the grid cannot be effectively monitored by simulation. These unmonitored sections could potentially contain the unswept oil being sought.

In Fig. 2, the historic well, Well Prod-18, penetrates the top and middle reservoir zones, but is only perforated in the middle zone. The inset plot in Fig. 2 (right) shows Well Prod-18’s water saturation log at different simulation timesteps. It may be observed that the well log result only covers the middle reservoir zone, where the well has connections to the grid. The well could not monitor the water saturation around itself in the upper and lower reservoir zones. Similar behavior
Second, the simulator must determine the direction in which sidetrack well performance would be optimal. Identifying unswept oil in the vicinity of historic simulation wells with the simulator does not suffice; it is also important to know if this unswept oil seen at the historic well is laterally continuous. The lateral continuity of the sweet spot forms the basis for selecting the optimal sidetrack well direction.

Third, some wells may have sidetrack opportunities in multiple zones. The simulator must be able to screen and determine the optimum zone to locate the sidetrack well.

Traditional simulator technology allows for the replacement of watered out wells with new wells. Still, these new wells must be predefined in the simulation run and are activated when needed. An example is to use the Eclipse QDRILL keyword to activate the well(s) from a prior queue of wells defined in the simulation. The limitation of this approach is that one cannot always know in advance the possible presence of the unswept oil; therefore, the locations of the predefined wells may not be optimum at the time of activation.

It is also noted that commercial simulators, e.g., Eclipse, permit the management of water production through workover options, such as CON (shut in worst offending connection) and CON+ (shut in worst offending connection and all connections below it). This simulated water management approach provides numerically reasonable results, but the processes cannot be implemented in field operations.

This study uses a hypothetical model to describe the proposed methodology.

**Methodology**

The user inputs the keyword AFDL into the simulator, which triggers the performance of the automatic sidetrack. The user also specifies the well performance criteria at which sidetracking should be triggered, e.g., a well with a water cut more significant than 90%.

Once a simulation run is launched, and the simulator encounters the AFDL keyword, five observation wells are automatically created for every historic simulation well at the run initialization stage. The locations of the observation wells associated with each historic well are stored by the simulator, which would then be used to monitor the reservoir properties in the vicinity of each historic simulation well. The configuration and characteristics of these observational wells are briefly discussed next.

One central observation well is defined as a vertical well perforated from the top to the bottom of the reservoir and intersecting the top perforation of the historic simulation well, for the slanted well, Well Prod-18, Fig. 3.

Four cardinal observation wells are defined as vertical wells located in the four cardinal directions, north, south, east, and west of the central observation well, at a distance \(x\), defined as the number of grid blocks equivalent to the expected length of a horizontal sidetrack well and input by the user. For example, if horizontal sidetrack wells are expected to be 500 m long, the simulation grid block sizes are 100 m \(\times\) 100 m. Then, each cardinal observation well would be located five grid blocks away from the central observation well, Fig. 4.

A total of \(5n\) vertical observation well locations are stored in the memory at initialization, where \(n\) is the...
number of historic simulation wells. In the current discussion, the term historic simulation wells refer to all the producing simulation wells.

At each simulation timestep, the simulator checks for any historic simulation well that meets the sidetrack trigger criteria — in this case, well water cut > 0.9. For any well that meets the sidetrack criteria at a given timestep, the simulator extracts the water saturation logs of the historic well and its five associated observation wells.

In Fig. 5a, a plot of water saturation vs. the $k_{index}$ of the simulation model for the five observation wells associated with a historic simulation well at the timestep when its water cut reaches 90% is illustrated. The water saturation log along the well grid connections of the historic well is shown as black dots. The saturations of the central, Fig. 5c, and cardinal directions (north, south, east, west) are shown as line plots. In addition, the permeability and porosity logs of the five observation wells were extracted, Figs. 5b and 5c, respectively.

As observed in Figs. 5a, 5b, and 5c, the well grid
connections of the historic simulation well traverse only the model $k_{index}$ 15 – 39; therefore, the associated observation wells could allow an assessment of the properties of the model above and below the perforation interval of the historic well.

The simulator calculates the sweet spot log given by Eqn. 1 for the five scanning wells:

$$sweet_{spot} = dz \times \phi \times \log_{10}(k) \times (1 - s_w).$$  

Table 1 lists the full complement of the required user specifications.

The value of the sweet spot is set to zero at any grid block where water saturation is greater than input $sw_{cutoff}$ or less than input $kx_{cutoff}$, resulting in the sweet spot zones having different thicknesses separated by zones of zero values of sweet spot. Figure 6a shows the sweet spot log of the central observation well for $sw_{cutoff} = 0.25$ and $kx_{cutoff} = 1$ mD, showing six zones separated by zero values.

If the zone thickness is less than the user input, $Min_{Perf}_thickness$, the sweet spot zone is discarded. If the number of $k_{indices}$ between two successive sweet spot zones is less than the user input, $zone_{merge}_threshold$, these two zones are merged into a single zone. Figure 6b shows the result of fine-tuning Fig. 6a using $zone_{merge}_threshold = 5$ and $Min_{Perf}_thickness = 5$. The six sweet spot zones identified in Fig. 6a are merged into two sweet spot zones in Fig. 6b.

The sweet spot zone of the central observation well with the largest sweet spot coefficient is selected for locating the sidetrack well. The sweet spot coefficient is defined as the area under the sweet spot log, measured in md.ft.

In the illustration shown in Fig. 6b, the upper sweet spot zone has a coefficient of 4.2 md.ft while the lower zone has 2.8 md.ft. The sidetrack is placed in the upper zone.

The central observation well is closer to the historic simulation well than the cardinal observation wells. It is used to observe the immediate vicinity of the historic well, which has no well grid connection. Therefore, using the central observation well to determine the sidetrack target allows the simulator’s decision to be

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$kx_{cutoff}$</td>
<td>Minimum permeability of target interval</td>
</tr>
<tr>
<td>$Sw_{cutoff}$</td>
<td>Maximum water saturation of target interval</td>
</tr>
<tr>
<td>$Min_{Perf}_thickness$</td>
<td>Minimum thickness of target interval</td>
</tr>
<tr>
<td>$zone_{merge}_threshold$</td>
<td>Minimum thickness between adjacent target intervals</td>
</tr>
<tr>
<td>Scanning wells spacing</td>
<td>Number of cells between central and cardinal observation wells</td>
</tr>
<tr>
<td>$Wcut_{trigger}$</td>
<td>Value of water cut at which sidetrack workflow should be activated</td>
</tr>
<tr>
<td>$kmax$</td>
<td>Number of k-layers in the model</td>
</tr>
<tr>
<td>Well_length</td>
<td>Number of simulation cells equivalent to the expected length of well laterals</td>
</tr>
<tr>
<td>Max_re-entry</td>
<td>Maximum number of sidetracks that can be allowed per well</td>
</tr>
</tbody>
</table>
checked against a time-lapse pulsed-neutron log (PNL) before the actual drilling of the proposed sidetrack.

Using the same interval as the largest sweet spot coefficient on the central observation well, the sweet spot coefficient on each of the cardinal observation wells are calculated, and the direction that gives the largest value is selected as the direction of the sidetrack well. We assumed here that the reservoir is continuous between the central and cardinal observation wells; therefore, the larger the magnitude of the sweet spot coefficient at a cardinal observation well, the larger the total reservoir capacity \( k_h \) between that direction and the central observation well would be. The larger the \( k_h \) within which a sidetrack well is located, the better its instantaneous and long-term production performance. Herein is the sidetrack optimization philosophy used in this study:

- Locate the sidetrack at the central observation well, within a zone that maximizes the sweet spot coefficient.
- Maximize \( k_A \) (md. ft\(^2\)) by orientating the sidetrack in a direction of the cardinal observation well having the largest sweet spot coefficient across the selected sidetrack zone.

Figure 7 shows the sweet spot zones along the cardinal observation wells. The zone of interest is the \( k_{index} \) interval from 1 to 15 because it is chosen from the central observation well. In the illustration, the largest cumulative sweet spot coefficient occurs along the south observation well (3.9 md.ft). Therefore, the sidetrack well is oriented toward the south.

Using the \( i,j \) coordinates of the central observation well and having determined the top \( k_{index} \), bottom \( k_{index} \), and the orientation (I or J) of the sidetrack well, a well grid connection can be automatically defined for the sidetrack well. In an example application, the sidetrack is defined as a horizontal well parallel to the structure, passing through a fixed value of \( k_{index} \). To maximize the reservoir’s sweep efficiency, especially in the case of aquifer influx or water injection, a horizontal lateral could be placed at the upper section of the identified sweet spot zone.

In the current illustration, let the \( i,j \) location of the central observation well be \((60,35)\), top \( k_{index} = 1\), bottom \( k_{index} = 15\), well orientation = South (J), and the horizontal lateral be placed two cells below the top of the sweet spot zone. Then, for an example commercial simulator, the well grid connection \((i,j,k)\) for a 500 m lateral length is automatically defined as:

\[
\text{Wellname} = \text{STRK}_P1 \\
60 \ 35 \ 3 / \\
60 \ 34 \ 3 / \\
60 \ 33 \ 3 / \\
60 \ 32 \ 3 / \\
60 \ 31 \ 3 / \\
60 \ 30 \ 3 / \\
\]

Note that because the horizontal sidetrack is oriented south, the \( J_{index} \) decreases along the well path.

Figure 8a shows the trajectory of a historic well at the start of simulation. After some elapsed time, water arrived at and flushed the vicinity of the well. At an elapsed time, Fig. 8b, the historic well’s water cut reaches the user specified \( wcut\_trigger \), the simulator implemented the methodology discussed and automatically located a sidetrack well up-dip and eastwards of the historic well.

The automatic placement of the sidetrack by the simulator in this case is consistent with what an expert practitioner could have arrived at, albeit taking much less time to do the task.

A full-field simulation run with an automatic sidetrack enabled could be used as a reservoir management tool for planning the acquisition of a time-lapse PNL to validate the zone and orientation of the simulator.

---

**Fig. 7** The sweet spot zones identified along the cardinal observation wells, showing the cumulative sweet spot coefficient of the zone of interest.
derived unswept zones. Such a full-field run could also provide insight into the sidetrack wells having the most incremental benefits, thereby ensuring that investments are targeted at the sidetracks with the highest potential.

**Discussion of Results**

Conventionally, numerical simulators perform calculations related to the physics of fluid flow within a reservoir. Subsequently, they could be coupled with vertical lift performance tables to calculate wellhead pressures. In the same way, the present work couples artificial intelligence with the numerical simulator to help automate the placement of sidetrack wells.

Because the decisions made by the simulator are based on the model properties, the uncertainty of the predicted sidetracks depends on the uncertainty of the static model used. To mitigate this uncertainty, a PNL run on the historic well can be used to verify the sweet spot log of the central observation well.

Designing the sidetrack wells as horizontal, as we have done in this work, is merely for convenience; they could be defined as deviated if required. Moreover, in the author’s experience, horizontal and deviated wells of similar length drilled within a given zone perform similarly in cases of large vertical permeability. In certain cases where water injection is taking place at the base of the zone, a horizontal well drilled close to the top of the zone may perform better than a deviated well, the toe of which is closer to the advancing flood front.

Sometimes, multiple sweet spot zones may be detected by the central observation well as previously shown in Fig. 6b. By default, the algorithm selects the zone with the largest cumulative coefficient and discards the other zones. If the user-specified value of $\text{max\_re-entry} > 1$, then the other zones are not discarded, and they are placed on standby and used to replace the active sidetrack zone once it reaches the $\text{wcut\_trigger}$ criteria. The idea here is that only a single sidetrack is active for each well at any time, and the total number of sidetracks that can be active on any well must not exceed the $\text{max\_re-entry}$ specification.

To optimize field development costs, operators strive to maximize oil production and minimize water production. This is because produced water needs to be treated before disposal, and the treatment criteria are becoming more stringent with the development of green economics and reduced tolerance for environmental pollution. We expect this new tool to significantly help to approach the objective of oil production with minimum associated water production.

**Conclusions**

1. An algorithm has been described to enable a numerical simulator to automatically detect an optimum location and direction to sidetrack a historic well in run time.

2. This methodology assumes that reservoir continuity exists between a historic well and its associated observation wells.

3. In an example application, the automatically generated sidetrack was similar to the result that an expert practitioner would have manually designed, and yielded better performance than other non-selected locations.

4. In an example application involving a few hundred historic wells, bypassed oil identification and planning of sidetrack wells was conducted in eight weeks of engineering working time. Subsequently, the automated approach presented completed the exercise within one day, including several sensitivities to $\text{well\_length}$, $\text{wcut\_trigger}$, and so forth.

**Nomenclature**

- $\text{Hu}$: Net cell thickness (ft)
- $\Phi$: Porosity (fraction)
- $K$: Permeability (mD)
- $S_o$: Oil saturation (fraction)
- $S_{or}$: Residual oil saturation (fraction)
References


About the Authors

**Babatope O. Kayode**  
M.S. in Petroleum Engineering, Heriot-Watt University

Babatope O. Kayode is a Senior Reservoir Engineer working in Saudi Aramco’s Reservoir Description & Simulation Department, where he works as a Simulation Engineer. Babatope has 22 years of oil and gas industry experience. His research interests include the development of workflows for faster and better reservoir characterization and history matching. Babatope is the author of 17 conference and journal papers, and has filed 15 U.S. patents. Babatope received his B.S. degree in Petroleum Engineering from the University of Ibadan, Ibadan, Nigeria, and his M.S. degree in Petroleum Engineering from Heriot-Watt University, Edinburgh, Scotland, U.K. Babatope is in the final stages of obtaining his Ph.D. degree from Heriot-Watt University.

**Dr. Karl D. Stephen**  
Ph.D. in Physics, University of Strathclyde

Dr. Karl D. Stephen is Associate Professor at Heriot-Watt University where he has worked for more than 25 years. Karl served as Visiting Professor for Enhanced Oil Recovery (EOR) at the Universiti Technologi Petronas, Malaysia, in 2017. He has taught Reservoir Simulation at Heriot-Watt University since 2000 and is Program Director for the Mature Field Management M.S. program. Karl also teaches CPD courses on reservoir modeling and simulation through industry training companies. His research interests include history matching, optimization, proxy modeling, upscaling, geological modeling, and simulation of EOR processes. Karl has authored or coauthored over 70 peer-reviewed papers and more than 90 conference papers. He is a Technical Editor for the Society of Petroleum Engineer (SPE) Journal and SPE Reservoir Evaluation. Karl is a recipient of the 2012 Award for Outstanding Service by the SPE. He received his B.S. degree in Physics from the University of Aberdeen, Aberdeen, Scotland, U.K. and his Ph.D. degree in Physics from the University of Strathclyde, Glasgow, Scotland, U.K.

**Dr. Babatunde O. Moriwawon**  
Ph.D. in Petroleum Engineering, The Robert Gordon University

Dr. Babatunde O. Moriwawon is a Petroleum Specialist working in Saudi Aramco’s Reservoir Description and Simulation Department. Babatunde joined Saudi Aramco in 2013. Prior to this, he worked with various international oil companies and national oil companies in Nigeria, the U.K., and South Africa. Babatunde’s experience was garnered through his employment at notable E&P companies such as Eni, Shell, Sasol Petroleum, and the BG Group. Babatunde’s research interests include assisted history matching methodologies, uncertainty identification and quantification, geomechanics, and production optimization. He is the author of many filed patents. Babatunde has also authored many technical papers. He received his B.S. degree in Mathematics from the University of Port Harcourt, Choba, Nigeria. Babatunde received his M.S. and Ph.D. degrees in Petroleum Engineering from The Robert Gordon University, Aberdeen, Scotland, U.K.
Real-time Bit Wear Prediction and Deployment Validation in Challenging Hard and Heterogeneous Sandstones Using 3D Detailed and Simplified Physics-Based Progressive Wear Models

Dr. Guodong (David) Zhan, William B. Contreras, Dr. Xu Huang, Reed Spencer and Dr. John Bomidi

Abstract

Drill bits experience significant cutter wear in hard and abrasive drilling applications, leading to high drilling cost. Therefore, the accurate prediction of bit progressive wear and its influences on drilling performance is crucial for bit design and drilling optimization, e.g., abrasive sandstones. This article presents two high fidelity bit wear models and how these drill bit wear tools were applied and validated in real-time tests in abrasive sandstone drilling.

Two advanced drilling prediction software models were trained on the drilling parameter, bit design, cutter wear, and formation evaluation data from past runs of interest. The models predict forces on both sharp and worn drill bits, and also use these cutting forces, the drilling parameters, and the rock properties to calculate the current wear state while drilling, and predict future wear state of the bit. Cutting force and thermomechanical wear formulas based on decades of drilling mechanics research are implemented.

The detailed physics-based model was used in the design workflow to simulate target drilling. The simplified physics-based wear model was developed based on this detailed model. In the simplified model, the cutting structure is represented by an equivalent single cutting element and validated against both lab and drilling data.

Multiple offset well data is cleaned and processed to build a pre-well training database. The two wear models are first trained using offset bit runs in the database and then tested on another selected target run in pre-well. The training and testing results show both wear models captured the progressive wear and the corresponding drilling responses very well. The pre-trained wear models were then deployed in the real-time trials. The predicted real-time bit wear and drilling performance matches with the well measurement reasonably well. While the detailed model considering the drill bit cutting structure is used in the bit design, the simplified wear model (SWM) implements the equivalent single cutting element and reduces the simulation time by more than 90%. It was observed that the physics and the learning transfer of the lab data improves the generalization capacity of the model and overcomes the overfitting issue, due to the limited scarcity or data bias in the real-time application.

This study presents two high fidelity progressive wear models by combining drilling physics and the data learning approach. The hybrid physics and data learning approach is applicable to the real-time applications in challenging drilling formations. The SWM improves the simulation speed significantly without losing the prediction accuracy, thereby opening new pathways for real-time applications and drilling automations.

Introduction

Drilling optimization is critical in hard rock applications. Polycrystalline diamond compact (PDC) bits experience significant wear in abrasive hard rock applications. When PDC bits wear significantly, it can drastically reduce the rate of penetration (ROP) in harder rock, which adds days for well production, increasing drilling costs. Because of this, it is important to have tools that allow engineers to design wear-resistant PDC bits, plan for drilling parameters before the run, and adjust drilling parameters during the run. PDC bit wear models have existed for a quite some time.

Physics-based wear models and data-driven wear models for bit wear and ROP predictions have been around for nearly 40 years. Consequently, challenges remain in applying these models to the applications for pre-well planning and real-time operations. The main difficulties are: (1) developing cutting force equations that cover all scenarios, (2) calibrating cutting forces for new drillings, and (3) calibrating wear characteristics for these new and various PDC bits based on their chemical makeup. In recent studies, 3D drilling models using a hybrid
The physics and lab/data learning approach successfully predicted the bit drilling parameters in a test.

In this article, the progressive wear of an individual cutter is included in this 3D drilling model to simulate the evolution of wear flats with the distance drilled. Thermomechanical wear modeling is based on decades of cutting mechanics research and laboratory findings. The progressive wear model was first trained and validated on multiple offset training wells. Then the pre-trained wear model was deployed in real-time tests. The results show the wear model reliably predicted both the progressive drilling response and final wear state in multiple real-time trial tests.

**Detailed 3D and Simplified Progressive Wear Model**

A detailed 3D progressive wear model is developed to predict the bit wear in real-time. In the detailed model, the 3D geometry of the bit body, cutters, and rock is represented by 3D mesh studies. The geometric interaction between the cutting elements and the rock is calculated using a Boolean engine, Fig. 1a.

Figure 1b shows the cutting areas of various shaped cutters on the same bit blade. The red arrow indicates the cutting force magnitude and its orientation. In progressive wear simulation, the wear flat is modeled as a planar surface oriented along the local tangent of the drill bit profile. The evolution of the wear flat is accomplished by incrementally increasing the wear flat depth. Figure 2 demonstrates the wear evolution from the sharp state at the beginning of a normal run to the final wear state.

The cutting forces are calculated using a unified cutting force model library built on decades of cutting mechanics research studies. The wear flat cutting force considers the effect of the depth of cut and local confinement due to the wear flat contact. The force model formulas are evaluated against hundreds of controlled full-scale lab drilling tests under the downhole pressurized condition.

The highest ranking force model with the least training error and the least number of model fitting parameters is selected by the ensemble for performance.

---

**Fig. 1** (a) A detailed 3D representation of the bit-rock interaction, and (b) the cutting areas of various shaped cutters on the same bit blade.

**Fig. 2** The wear evolution from sharp state to dull state.
prediction and bit design optimization. The progressive wear rate is calculated at each drilling depth using a thermomechanical wear model. The wear rate is a function of cutting force, cutting velocity, surface friction, cooling rate, and material abrasivity. The parameters of the wear rate model are determined by combining the results from finite element analysis, computational fluid dynamics modeling, and lab wear tests. In real-time applications, the wear parameters are further refined by training on the offset well data of the target well.

A robust differential evolution algorithm is employed for the model parameter optimization. The error metric includes both a drilling response error, such as weight on bit (WOB)/torque on bit (TOB), and the final wear area distribution error. During the model training process, it is observed that transferring the lab data learning to the data training is critical for the model generalization capacity.

While the 3D mesh model captures the detailed cutting structure and bit-rock interaction, its real-time application is limited by the high computational cost. To improve the model efficiency, a simplified progressive wear model is developed. The simplified wear model (SWM) converts the detailed cutting structure into a simplified equivalent single cutting element. The bit diameter and bit total penetration rate is utilized to calculate the equivalent cutting area of the single cutting element. An equivalent radial position, averaged back rake angle, and chamfer size is implemented in the SWM to capture the geometry effect on the in situ rock cutting strength. Different from the detailed progressive wear model, the SWM calculates the total wear area on the bit, instead of per cutter wear.

The same unified cutting force model and thermomechanical wear model is applied in the SWM. To verify the geometry simplification and assumptions in the SWM, the SWM is trained using the same lab data set as the detailed wear model. Figure 3 shows the lab training results of the SWM on both sharp and dull states. The simulation is performed under a controlled ROP, and the simulated WOB/TOB response is compared with the lab measurements. Each data point in the figure represents one stable drilling state extracted from the full-scale downhole drilling tests. The training results show the SWM can capture the drilling response reasonably well for both the sharp state and dull state.

The training accuracy of the SWM is comparable to the detailed 3D model. It should be noted though, as the SWM improves the simulation speed with a comparable model accuracy, the SWM doesn’t consider the detailed cutting structure of the bit. Therefore, the application of the SWM should focus on the real-time bit wear prediction, and the detailed 3D wear model is required for the bit design optimization.

Fig. 3 The simulation results of the SWM vs. lab drilling results after model training at both sharp and dull states: (a) sharp state WOB, (b) sharp state TOB, (c) dull state WOB, and (d) dull state TOB.
Multi-Well Model Training and Validation in Pre-Well

The lab trained detailed 3D and SWM models are re-trained using the offset well data in the target application. It was found that the learning transfer from the lab training to the well is crucial to improve the model generalization capacity and avoid model overfitting.

The lab learning transfer involves two aspects. The first aspect is the model parameter transfer such that the selected model parameters trained using the lab analogy rock remains the same in the application. The second aspect of the learning transfer is to apply the searching boundaries learned from the lab to constrain the parameter optimization in the model training. It not only improves the training speed, but also avoids nonphysical solutions.

This section presents the pre-well training and validation results of the 3D detailed model and the SWM using multiple offset well runs in the target hard and abrasive sandstone application.

Figures 4a to 4c shows the simulated WOB of the detailed wear model vs. the WOB after the model training on three offset bit runs. To improve the training efficiency, a stand-alone parameter optimization engine was developed and coupled with the detailed 3D progressive simulation engine. The progressive wear rate and the cutting force is calculated at every 10 ft, and the wear flat geometry is updated accordingly. The training results show the detailed progressive wear model captured the WOB response very well for all three offset runs. As expected, the simulated WOB increases gradually as increasing the drilling distance due to the progressive wear effect.

Figures 4d to 4f shows the wear comparison of the detailed model. It was observed that the simulated wear matches with the wear very well in terms of both the distribution shape and the wear magnitude. To validate the model, the pre-trained model is set in the prediction mode and applied to predict another offset run, run 4. The predicted WOB agreed with the WOB reasonably well with an overall error of ~11%.

Figure 5 shows the predicted wear matches with the distribution wear. It was observed that the dull grade of the measurement jumped suddenly from the standards provided by the International Association of Drilling Contractors (IADC) 0.2 to 1.0 from the fourth cutter, indicating a nonabrasive impact damage, probably due to the bit vibration.

The same pre-well training runs (run 1 to run 3) and validation run (run 4) are used to train and test the SWM. Figure 6 shows the simulated WOB of the SWM vs. the WOB on the three training runs, runs 1 to 3. After the model training, the SWM captured the progressive WOB, Figs. 6a to 6c, with a reasonable accuracy. The model training time of the SWM is less than 5% of the time required for the detailed model. Figure 6d shows the total wear area comparison between the SWM and the measurement. Note the

---

**Fig. 4** The detailed model: simulation results vs. results after model training on three offset well runs, runs 1 to 3.
SWM approximates the bit cutting structure as an equivalent single cutting element, instead of the detailed 3D cutting geometry. Therefore, only the total wear area is available and outputted for the comparison. The training results show the simulated total wear area agrees with the wear area decently well on all three training runs.

Figure 7 shows the validation results of SWM on run 4. Figure 7a shows the predicted WOB vs. the field WOB. The overall error of the predicted WOB is ~15%. The predicted total wear area matches with the measurement very well, Fig. 7b. Overall, the SWM captured both the WOB response and the final wear state very well in validation run 4, and the wear model is ready for the real-time trial.

**Wear Model Real-Time Trial**

The pre-trained detailed 3D wear model and the SWM were tested in real-time for a selected target well. During the real-time trial, the surface drilling data and downhole logging data was cleaned and processed in real-time. The averaged rock properties from...
the offset wells are used as the initial input and fine adjusted if needed.

The predicted wear and projected ROP in the next 50 ft were reported daily as a drilling guidance. The simulated WOB was monitored and compared to the WOB to verify the drilling response of the model. Once the bit run was completed, the reported final bit wear before the bit was pulled out of the hole was compared to the measured wear based on the wear photos.

Figure 8 shows the real-time simulated WOB vs. the WOB of the detailed 3D model. The comparison results show the detailed 3D model captured the WOB very well in real-time. Figure 9 shows the final bit wear comparison. The model predicted wear (blue bar) matched with the wear (red dot) excellently. Note, to improve the comparison accuracy, a refined IADC grade with a resolution of 0.2 is implemented as shown in the figure, instead of the standard IADC resolution of 1.0. It is observed the wear shows a wear jump at cutter number 7, 10, and 34, probably due to the downhole vibration.

The same run was utilized to test the SWM in real-time. Figure 10 shows the real-time simulated ROP vs. the ROP. It should be noted the ROP, instead of WOB, is used for the drilling response comparison in the real-time SWM. The ROP calculation under the WOB control is usually more time-consuming. Numerical iterations are required to obtain a converged solution and the optimization of the proportional integral derivative parameters are needed. The low computational cost of the SWM enables the real-time ROP calculations.

Fig. 7 The SWM: predicted results vs. results on test run 4.

Fig. 8 The real-time detailed model: modeled WOB vs. WOB on real-time run 6.
Figure 10a shows the real-time simulated ROP matched with the ROP. The decreasing trend of the ROP due to the progressive wear is captured by the SWM very well. Figure 10b shows the final wear area predicted in real-time vs. the measured final wear area. The prediction error of the total wear area is smaller than 10%. Both the detailed model and the SWM were real-time tested in multiple runs in this well and good matches were observed. Overall, the real-time results validated the real-time application of both the 3D detailed model and the SWM.

Conclusions
This article presents two high fidelity bit wear models and how these drill bit wear tools were applied and validated in real-time tests. The two wear models are first trained using three offset bit runs and then tested on another selected target run in pre-well environment. The pre-trained wear models were then deployed in real-time trials. The predicted bit wear and drilling performance in real-time matches with the measurement reasonably well for both the detailed 3D model and the SWM. While the detailed wear model considers the bit cutting structure and is used for the bit design, the SWM implements the equivalent single cutting element and reduces the simulation time by more than 90%.

It was observed that the physics and the lab data learning transfer improves the generalization capacity of the model and overcomes the overfitting issue due to the limited scarcity or data bias in the real-time application. The SWM improves the simulation speed significantly without losing the prediction accuracy,
thereby opening new pathways for real-time applications and drilling automations.
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Porosity and permeability of rocks are crucial parameters utilized to evaluate the quality of oil and gas reservoirs. Diagenesis in carbonate reservoirs commonly results in dissolution, and creates secondary porosity and permeability. At the same time, geochemical records, e.g., isotopes and elements, in the carbonate rocks are diagenetically altered. This study is to utilize the isotope technology to evaluate diagenesis and its impact on oil and gas reservoirs.

Micro-samples were collected from marine carbonate rocks in a studied reservoir for carbon and oxygen isotope analyses, plus analyses of strontium (Sr) isotopes and element concentrations. The analytical results show outstanding negative shifts of oxygen isotopes in some intervals, whereas carbon and Sr isotopes have a minor or little change. These intervals also contain lower elements, including Sr. It is believed that these intervals experienced the dissolution with abundant secondary porosity, and are the best potential for oil and gas reservoirs.

A petrographic study indicates minor cements, but higher porosity developed within these intervals. This is confirmed by high porosity measured within these intervals by using other methods, including gas injection and well logging. Therefore, the isotope technology can be utilized as an effective method to assess reservoir potential and determine reservoir sweet spots. Note that carbonate cementation commonly occurs during diagenesis, and diagenetic calcite cements normally show negative oxygen isotopes. If the samples happen to contain a certain amount of such cements, the analytical results will show lower oxygen isotopes and trace elements than their primary values in the studied marine carbonates.

The petrographic study was also conducted to help micro-sampling, and verify that cements were not collected in the studied carbonate rocks for isotope analysis. Furthermore, the degrees of water-rock interaction were quantitively assessed by modeling variations of isotope pairs, which can help evaluate the quality of reservoirs relating to the intensity of diagenesis.

The implementation of this study is that the isotope results obtained from one studied well can be applied in the whole field or/and the region, as diagenesis rarely occurs only around one well. This will save the cost for repeated measurements from different wells and fields by using other methods.

Introduction
Characterizing conventional and unconventional oil and gas reservoirs is not only challenging, it is one of the major tasks for reservoir development and management. Porosity and permeability are the key parameters to understand reservoir sweet spots. Porosity is defined as a measure of the capacity of reservoir rocks to contain or store fluids, which may be gas, oil, and water stored in the reservoir pore spaces. Obviously, higher porosity indicates more capacities of reservoir rocks to store these fluids, while lower porosity suggests the opposite. The intervals with high porosity contain more hydrocarbons, and are the sweet spots.

Porosity in carbonate rocks includes primary and secondary, and the latter is often more important as carbonates, compared to clastic rocks, are more reactive and prone to be altered physically and chemically during diagenetic and catagenetic processes. There are numerous methods to directly and indirectly measure porosity in a reservoir, such as fluid/gas injection, image analysis, well logging technique, seismic analysis, and well testing. Many of these methods are time-consuming and expensive, and require cross-checking to validate and calibrate data for one another due to uncertainty and errors.

This article proposes a new isotope technology to evaluate porosity development relating to diagenesis, and quantitatively model the intensity of diagenesis and water-rock interaction to help identify the best reservoir intervals.

Methods
Marine carbonate sediments often contain metastable mineral components, including aragonite and high magnesium (Mg)-calcite, which may be dissolved out and/or replaced by a more stable phase, e.g., low-Mg
calcite, dolomite, in a new regime where either pore fluids have changed, e.g., meteoric water or seawater evaporation, or temperature and pressure have changed in deep burial\textsuperscript{3}. For example, dolomitization (dolomite replaces calcite) drastically increases secondary porosity — $> 12\%$ — based on the mole-for-mole replacement, as the molar volume of dolomite is much smaller than that of the precursors, the calcium carbonate minerals\textsuperscript{5}. More importantly, such diagenetic processes increase not just total porosity, but also effective porosity and permeability when diagenetic fluids pass through and interact with carbonates.

Diagenetic processes alter the geochemistry of carbonate rocks as well. Oxygen isotopes of carbonates are the most sensitive, and therefore, the first to change because oxygen is the major element in both carbonate minerals and water. When water-rock interaction occurs, e.g., between meteoric water and marine carbonate minerals, oxygen isotopes between water and carbonates start to exchange, commonly resulting in negative oxygen isotope shifts in the altered minerals\textsuperscript{6}.

The most negative oxygen isotope shifts can be utilized as an indicator for the development of dissolution and secondary porosity during diagenesis, and these intervals are the best reservoir potentials. As water-rock interaction increases intensity, other isotopes in carbonates such as strontium (Sr) and carbon isotopes will be gradually altered as well\textsuperscript{6}. In addition, modeling the co-variations of isotope pairs in the process of increasing diagenesis and water-rock interaction can quantify the intensity of diagenesis.

A slab of core carbonate rocks was collected from each foot, and a dental drill was employed to drill into the slab in a matrix area to draw micro-sample powders. Only clean and fresh portions without cements and fragments of clasts and fossils were micro-sampled. The powder samples were weighed, ranging from 200 $\mu$g to 400 $\mu$g, in reaction vials, which were then flushed with helium to remove the air.

Thereafter, phosphorous acid (H\textsubscript{3}PO\textsubscript{4}) was added to each of these vials to liberate CO\textsubscript{2} from the carbonates. The samples were analyzed for carbon and oxygen isotopes utilizing a Thermo-Fisher Gasbench coupling with a MAT 253 mass spectrometer. Two laboratory standards, which were previously calibrated with numerous international standards for carbon and oxygen isotopes, were analyzed along with samples at the beginning, middle, and end to calibrate isotope ratios for the samples. In addition, two international carbonate standards were analyzed to check the analytical accuracy. Standard deviations from repeated analyses of standards for carbon and oxygen isotopes are better than 0.10\%.

Besides carbon and oxygen isotope analyses, the sampled powders were also utilized for Sr isotope analysis along with the analyses of element concentrations, including Sr. The analysis of Sr concentrations was performed using an Agilent 7500cx quadrupole inductively coupled plasma mass spectrometer. A calibration curve was established using certified element standards.

The range in standard concentration was 50\% to 200\% of the expected sample concentration. Concentrations in the solution were determined by using the signal intensity relative to the certified standard. In addition, calculation based on the dilution factors was applied for the original samples.

The analyses of the Sr isotope compositions were performed using an IsotopX Phoenix X62 thermal ionization mass spectrometer. The Sr was separated from interfering elements using a Sr specific ion exchange resin. The separation chemistry and dilutions were performed in a class 10 clean room using ultra-pure reagents. Approximately 200 ng of Sr was loaded on zone refined Re filaments with a tantalum “loader” solution for mass spectrometric analysis.

Several standards (NIST SRM 987) were run with every run. The long-term average was used to correct the sample to the certified National Bureau of Standards and Technology (NIST) value. An in-run mass bias correction was applied for all sample and standard analyses using the in-run measured $^{86}$Sr/$^{88}$Sr ratio, which is corrected to the natural abundance ratio of 0.1194 using an exponential relation. Internal precision for a single run was less than 0.0004\%, and there was a negligible contribution to the analytical uncertainty. Analytical uncertainty is determined from the 2-sigma uncertainty of repeated analyses of SRM 987 in the laboratory before and during the time of the analyses.

Furthermore, thin sections from the representative lithofacies were prepared for petrographic studies to understand mineral composition and diagenetic processes, e.g., cementation, dissolution and recrystallization, by utilizing instruments, including polarizing microscopes, cathodoluminescence, scanning electron microscopy, and X-ray diffraction. The geochemical data were then processed, including the plots of isotope and element values vs. depth from the core samples.

### Results and Discussion

Figure la shows the oxygen isotope profile of carbonate rocks collected from a studied formation. It appears that outstanding negative shifts of oxygen isotopes occur in two to three intervals, which are identified as the best potential of reservoir sweet spots. Figure lb shows the profile of the Sr concentrations from the core samples taken from the same well, and the lower Sr contents are consistent with the negative oxygen isotopes in the same interval. Porosity from these core samples was measured by using other methods (well logging and gas injection), Fig. 1c.

As demonstrated in Fig. 1, the highest porosity is consistent with the outstanding negative oxygen isotopes and lower Sr contents in these intervals. It is noteworthy that the petrographic study on these core samples indicates that there are multiple diagenetic events, including compaction, dissolution and cementation, which occurred during the relatively early diagenesis, perhaps in a shallow burial environment where meteoric water intruded in the marine carbonate rocks.

The petrographic study also indicates that cements are
insignificant in these carbonate rocks. While contacting with meteoric water, metastable minerals in the marine carbonates such as aragonite and high-Mg calcite would experience dissolution and conversion to a more stable mineral phase such as calcite or dolomite.

Figure 2 shows the cross-plot of oxygen isotopes and Sr content, and there are two distinguishable groups. The lower group has a positive correlation between the depleted Sr content and the low oxygen isotope values, suggesting that the two parameters were likely altered by a similar process, i.e., meteoric water diagenesis. In contrast, the upper group with relatively higher Sr and oxygen isotopes — representing the ranges of primary marine carbonates — shows no trend or correlation. Note that the values of the two parameters (Sr and oxygen isotopes) in carbonate minerals are controlled by completely different factors during the deposition of marine carbonate minerals. For example, the Sr content in carbonate minerals is mainly controlled by several factors, including the Sr content in seawater, the mineral phase, e.g., high in aragonite, and the rate of mineral growth. Whereas the oxygen isotope values of carbonate minerals are controlled mainly by factors that include temperature, seawater, and salinity.

The degree of physical and chemical change in marine carbonate rocks by diagenesis depends on the intensity of water-rock interaction. For instance, progressive water-rock interaction may result in dissolution, porosity development, and high potential for petroleum reservoirs. Moreover, a highly intensive water-rock interaction in a closed system may cause recrystallization, crystal overgrowth, and widespread cementation, which would decrease porosity and permeability, and have a negative impact on the quality of reservoirs.

Fig. 1 The profiles of the parameters in a studied well. (a) The profile of oxygen isotopes; (b) The profile of Sr contents, consistent with the oxygen isotope data; and (c) the profile of porosity, measured by using well logging calibrated by the gas injection. The shaded intervals are the sweet spots.
Therefore, it is important to understand the degree of diagenesis and water-rock interaction.

Figure 3 shows that the modeling covariations of the Sr and oxygen isotope pairs are utilized to track and assess the process and intensity of water-rock interactions. As previously mentioned, because oxygen is a major element in both water and carbonate minerals, oxygen is perhaps the first geochemical parameter to change when a water-rock reaction occurs. In contrast, carbon is a major element in carbonate minerals, but a trace element in formation water. In addition, Sr is a trace element in carbonate minerals and diagenetic fluids, so the exchange of Sr isotopes and carbon isotopes between mineral and water is much lower than that for oxygen.

The pathway is marked with water-rock weight ratios. The modeling results show that the degree of water-rock interaction in the studied rocks is not high, because little change has occurred to the Sr isotopes.

Figure 4 shows variations of modeling carbon and oxygen isotopes during the water-rock interaction. It appears the impact of water-rock interaction is significant on oxygen isotopes, but little on carbon isotopes. As carbon is a major element in carbonate minerals, e.g., calcite, and diagenetic waters normally contain little carbon, the water-rock weight ratios have to be high, e.g., hundreds to thousands, to change carbon isotopes in the minerals. Note that if sampling contains a certain amount of recrystallized portion plus an unaltered portion of the primary marine carbonates, the data will fall along the dashed mixing line.

As previously mentioned, a mild water-rock interaction may help improve the quality of reservoirs. In contrast, highly intensive water-rock interaction and significant cementation in a relative closed system may reduce porosity and permeability. As previously shown in Fig. 1a and Fig. 4, the intervals with the outstanding negative isotope shifts shall have experienced a mild diagenesis/dissolution, and contain abundant secondary porosity.

These intervals are the best reservoir potential, as confirmed by the high porosity data measured by using other methods, Fig. 1c. Therefore, it appears that the isotope technology can be utilized as one of the effective methods to evaluate reservoir potential and determine reservoir sweet spots.
Conclusions and Implementations
The porosity and permeability of rocks are crucial parameters utilized to assess the quality of oil and gas reservoirs. Diagenesis — meteoric water diagenesis in particular — in carbonate reservoirs commonly results in dissolution, and creates secondary porosity and permeability, which are often more important for carbonate rocks. Isotope technology can be utilized to evaluate diagenesis and the reservoir’s potential, and also identify sweet spots. In addition, modeling covariations of isotope pairs can help quantify the degree of water-rock interaction.

Highly intensive water-rock interaction, particularly in a closed system, may result in additional cementation, alteration of most geochemical parameters, and a negative impact on the quality of reservoirs. It is important to note that a petrographic study is needed to help with the micro-sampling, and verify whether or not the outstanding negative oxygen isotopes were derived from carbonate cements or recrystallization.

The implementation of this methodology is that the results from one studied well can be applied in the whole field/region, as diagenesis rarely occurs only in a small area near one well. This will save on the expense for repeated measurements from different wells and fields by using other methods.
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Many processes in subsurface applications result in heating or cooling operations. Processes such as steam flooding, thermally induced fracturing, perforation, deep disposal of nuclear waste, and extraction of energy from geothermal reservoirs can impose a thermal field in geological reservoirs. That is, heat flux can induce stress in the rock and can have a pronounced effect on the physical and mechanical properties of rock bodies. Many researchers are exploring this method for fracturing applications; either by applying a thermal shock due to cooling the formation or imposing an instantaneous heating using plasma jet technology.

In this study, data were collected from the literature for physical and mechanical properties of sandstones that were subjected to different modes of thermal treatment. The objective is to investigate the impact of different thermal fields on sandstone properties. The main properties that were considered under this study were permeability, Young’s modulus, and unconfined compressive strength (UCS).

The data was normalized to obtain a fair comparison and to understand the general trend at which those properties change as a function of temperature. Overall, the data shows that the permeability of sandstone increases when a cooling mode of treatment is imposed. Furthermore, the sandstone subjected to thermal shock with nitrogen shows a higher rate of increase in permeability. On the other hand, heating decreases the permeability of sandstone. Cooling reduces the UCS and Young’s modulus, while heating, resulted in inconclusive results.
a thermal treatment depend on many parameters, such as the heating/cooling rate, rock structure, mineralogy, thermal properties, and experimental procedures.

Therefore, it is crucial to understand the effect of the thermal treatment on rock properties when considering this mode of fracturing. Also, many processes in the subsurface application impose cyclic heating and cooling to rock.

This article presents the result of previous studies that were focused on the effect of thermal treatment on sandstone's physical and mechanical properties. It is essential to consider the change in the rock's mechanical and physical properties if thermally induced fracturing is implemented, as the modeling and design of the method are profoundly affected by the change in rock properties.

**Previous Studies**

Applying a sudden thermal gradient can induce thermal stress in reservoir rock and open cracks in the formation. Rock as other material will experience a volumetric strain as a result of heating/cooling, Fig. 1. Several studies were performed to evaluate the effect of thermal treatment in rock properties. An essential step before applying thermally induced fracturing is to study the effect of heat on basic rock mechanical properties.

Usually, the temperature effect is ignored in the analysis of hydraulic fracturing, but if the induced thermal gradient is large, then this effect has to be considered with respect to the mechanical and physical properties. The constitutive equations governing the thermal effect in elastic material can be represented in the following form:

\[ \sigma = E\alpha (T - T_0) \]

where \( \sigma \) is the stress induced by a thermal gradient, \( \alpha \) is the rock's linear thermal expansion coefficient, \( E \) is Young's modulus, \( T \) is the new temperature, and \( T_0 \) is the reference temperature.

The heat flow in the rock is governed by Fourier's law, which relates the heat flux to the rock's thermal conductivity as follows:

\[ q_x = k_x \nabla T \]

where \( q_x \) is the heat flux, \( k_x \) is the thermal conductivity, and \( \nabla T \) is the thermal gradient.

The heat front propagates in the reservoir rock based on thermal diffusivity and permeability. If the rock has high permeability, then heat transport is mainly controlled by convection, and if the rock permeability is low, then heat transfer is controlled by conduction.

Stephens and Voight (1982) studied the conditions at which thermal stresses can induce fracturing. They concluded that rock with higher Young's modulus can experience higher thermal stresses. Thermal cracking in the laboratory was evaluated using both cooling and heating methods. In the experimental study, crack generation was observed due to the injection of liquid nitrogen, and it was shown that the surface heat transfer coefficient is the limiting factor for thermal cracking.

Another experimental study carried out on a tight sandstone and shale using liquid nitrogen under a true triaxial test proved that thermal fracturing has a positive impact on permeability and it also decreases the fracturing initiation pressure by almost 65%. The in situ state of stress in hydrocarbon and the geothermal reservoir is greatly influenced by thermal treatment. Cooling can decrease the in situ stresses, which facilitate fracture initiation and propagation. On the other hand, heating can heal or inhibit fracture propagation.

McDaniel et al. (1997) performs a simple experiment where rock samples were inserted in liquid nitrogen under atmospheric conditions. Extensive microfractures were generated as a result of rock contraction. The thermal effect on the principal stresses can be represented by Mohr-Coulomb failure criteria, Fig. 2. Moreover, heating and cooling can alter rock physical properties, i.e., porosity and permeability. Several studies have been conducted to investigate the impact of temperature in permeability. Contradicting results have been reported showing that permeability can increase/decrease or remain unchanged for thermal treatments up to 200 °C, where the heating was conducted at atmospheric pressure.

The previously mentioned studies were undertaken under ambient conditions, which does not represent the actual reservoir condition of the rock, which leads to different inconsistent results. Experimental studies where heating was conducted under confinement conditions found that the permeability decreases by 0.5% per degree over the tested temperature range of 20 °C to 60 °C.
Fig. 2 The change in state of stress induced by temperature change. The blue circle shows that the temperature reduction causes the effective stress in reservoir rock to decrease, which might induce fractures. The red circle shows that an increase in temperature increases the effective stress in reservoir rock.

Like stress and pressure, the temperature has a significant effect on the measured geomechanical properties of rock, such as unconfined compressive strength (UCS), per Young’s modulus and Poisson’s ratio. Thermal treatment can also alter the elastic and mechanical properties of the rock. A nonuniform trend in strength properties was observed in sandstone after subjecting the rock specimen to a high temperature, up to 800 °C. It was observed that the UCS and Young’s modulus fluctuate below a critical temperature, from 500 °C to 600 °C. After this temperature range, a sharp decrease was observed indicating a shift from the elastic regime to the plastic region. Triaxial tests were conducted to investigate the effect of temperature on rock properties under simulated reservoir conditions as this setup allows for more realistic stress conditions.

Sandstone core samples were taken from an oil reservoir in Brazil and loaded in the triaxial equipment. The samples were heated at 1.5 °C/min before applying confining and axial pressure. The study found that the Young’s modulus decreased by 23% when the temperature is raised from 25 °C to 200 °C. Agar et al. (1987) characterized the strength of sandstone cores obtained from Athabasca oil sand at a temperature range from 20 °C to 200 °C.

A series of triaxial tests were conducted in the samples and it was observed that heating in particular increases the initial Young’s modulus of the tested specimen. The sandstone samples from Flechtinger shows that heating can have permanent deformation in the rock, depending on the applied confining stress. Tests performed at low confining stress shows a decrease in bulk modulus, while the opposite trend was observed at high confining pressure. The author attributed this response to the generation of microfractures.

In another study performed under triaxial test conditions, samples were subjected to a wide temperature range from 50 °C to 180 °C under different confining pressure from 60 psi to 1,190 psi. Arias Buitrago et al. (2016) concluded that heating the samples at high confining pressure might decrease the porosity and Young’s modulus of the rock. The reason behind this change is the alteration to rock structure after thermal heating. Several studies were performed where the specimen was heated to a very high temperature range under atmospheric conditions, and then loaded in the triaxial cell. Although the experimental procedure might not fully represent the actual reservoir simulation, useful information was extracted from those tests.

Yu et al. (2015) conducted triaxial tests on sandstone samples at a very high temperature range from 25 °C to 800 °C, but the samples were heated in the furnace at ambient conditions. In this study, it was observed that Young’s modulus of the tested samples increases from 25 °C to 200 °C, while after reaching that temperature, it was observed that Young’s modulus started to decrease. The explanation given to the increase in rock stiffness was due to the closure of fractures and some pores, where at high temperatures, the samples started to degrade. Visual inspection of the samples reveals that the color of the sample has changed from gray to brownish red with an increase in temperature.

In a study conducted at a microscale level, Liu et al. (2019) reported that some of the minerals in sandstone start to decompose as a result of excessive heating after 500 °C, which eventually leads to the development of microcracks. Moreover, rocks are composed of different minerals, and the thermal expansion of those minerals is different, and that differential expansion during the heating process alters the rock structure.

Sengun (2014) studied the impact of temperature (105 °C to 600 °C) in the elastic properties of carbonate rocks. Based on the results, he concluded that the tensile strength, Young’s modulus, and UCS decreases by an average of 50%, 40%, and 52%, respectively. The rapid thermal cooling impact on the mechanical properties of sandstone was also investigated by Kim et al. (2014). The specimens were heated first in a furnace until the target temperature is reached, followed by rapid cooling with a fan. The development of microfractures and crack healing was observed as a result of multiple thermal cycles. Rock with a coarse grain texture experienced a growth of cracks while fine-grained specimens undergo crack healing.

A study performed on granite to investigate the effect of thermal shock by water in multiple heated samples shows that stiffness of granite increase below a temperature of 200 °C, while no obvious change was observed between 200 °C to 500 °C. The effect of the cooling rate on preheated sandstone was studied by Rathnaweera et al. (2018). The study shows that a high cooling rate reduces the elastic properties more than a low cooling rate.

This study collected a database of permeability,
Young’s modulus, and UCS values of sandstone from published data. The data were compiled based on similar experimental protocols and testing conditions to investigate the effect of thermal treatment on the previously mentioned properties.

In this work, the objective was to study the difference between the effect of heating and cooling in permeability, Young’s modulus, and UCS. In the reviewed publications, three main methods were followed to impose a thermal field on the tested sandstone samples. First, the samples were heated under atmospheric pressure where it was maintained at the target temperature for a certain period, and then, it was loaded in the testing cell. The second method, heating or heating/cooling, was performed under confinement conditions in the same equipment where the properties are measured. Third, heating and cooling of the specimen were performed under atmospheric conditions and loaded in the cell for testing of physical and mechanical properties. Figure 5 illustrates this methodology used on the third procedure.

The limitation in the first and third experimental procedure is that it does not simulate the real reservoir conditions, and therefore may lead to unreliable results; but it is still useful to gain the wide variation of the measured parameters with temperature.

**Data Analysis**

**Permeability Variation**

Permeability is one of the most important parameters in the geotechnical engineering application, and its variation with a thermal field has to be considered. Permeability is defined as the ability of the rock to transport fluid through the connected pores network. Data was collected from various temperature ranges and different conditions to understand the general permeability response to a temperature field. The values were normalized to obtain a fair comparison between data, as different rocks with different permeability were used. The normalized permeability is defined as:

\[ k_0 = \frac{k}{k_i} \]  

where \( k_j \) is the normalized permeability, \( k \) is the permeability after thermal treatment, and \( k_i \) is the permeability at a reference temperature, which is usually taken at room temperature.

Figure 4 shows the change of permeability as a function of temperature for a heating rate and cooling rate of 2 °C per min and -5 °C per min, respectively, except for the \( \text{N}_2 \) cooling case where the heating rate was 6 °C per min. The same general direction is seen for sandstones cooled without confining pressure, Fig. 5. Each marker type indicates a different data source. All samples were cooled down at a similar cooling rate — 5 °C per minute.

The permeability of the sandstone shows up to a 100% increase in effective permeability below 400 °C. After that temperature, the permeability increases at a much higher rate. On the other hand, heating has a reverse effect when it is applied at a confining pressure, Fig. 6. Although various studies show that permeability can increase with heating, that could be correct if heating is performed at ambient conditions, and the rock specimen is not constrained, which means it can expand freely.

The results in Fig. 6 show that permeability decreases at a linear rate with thermal heating (5 °C per minute) below 250 °C. There is a clear distinction between the responses of sandstone to heating compared to cooling. That is an indication that the sandstones are a thermally sensitive medium. This thermal impact is mainly attributed to the geometry of the matrix and
The variation of normalized permeability vs. the temperature for samples subjected to similar cooling rate. The heating and cooling was performed at atmospheric conditions.

Young’s Modulus Variation

The elastic modulus of sandstones and other rock types is temperature dependent. Young’s modulus represents the stiffness of solid material and its ability to undergo deformation. Data was collected from various temperature ranges and at different conditions to understand the general Young’s modulus response to a temperature field. The values were normalized to obtain a fair comparison between data, as different rocks with different stiffness were used. The normalized Young’s modulus is defined as:

\[ E_n = \frac{E}{E_i} \]

where \( E_n \) is the normalized Young’s modulus, \( E \) is Young’s modulus after thermal treatment, and \( E_i \) is Young’s modulus at a reference temperature, which is usually room temperature.

Thermal flux can change the elastic properties of the rock. When rock is exposed to a high temperature field, the change can be beyond just a volumetric strain and it can extend to chemical reaction and melting some of the present minerals in the rocks. Eventually, that can lead to an unexpected change in elastic properties because of the interaction of many processes at the microscale.

The normalized elastic modulus of the sandstone samples that were heated to a certain temperature and then cooled down either by air or water is presented in Fig. 7.

The stiffness of sandstone decreases at a small rate below 400 °C, after this temperature, the stiffness of sandstone decreases at a faster rate. The sandstone samples that were cooled down with water exhibits a smaller reduction in stiffness. On the other hand, it is difficult to predict the stiffness of sandstone when thermal heating only is imposed, Fig. 8.

As can be seen in Fig. 8, the stiffness fluctuates between rising and falling trends below a specific temperature range (400 °C to 500 °C). After that temperature, the stiffness of sandstone decreases. That turning point is different for the various sandstones presented. Three out of the four curves for the different sandstones presented shows an increase in the stiffness of the samples before the turning point, while one sample shows a
fluctuating trend.

The change in elastic modulus is attributed to many reasons, such as the development of microcracks, and relative expansion of the grains. The variation of rock stiffness is case dependent and cannot be generalized for the same rock, as the pore network, mineral compositions, and the presence of cracks are not identical from one rock to another. As such, there is enormous heterogeneity among the same rock type, which makes it challenging to obtain a general trend for the elastic modulus. Specifically, when the thermal field is imposed into the rock under atmospheric conditions.

**Variation of UCS**

UCS is an important material property that reflects the strength of the rock when an axial load is applied to a cylindrical rock specimen. This property is widely used in various engineering applications. It is vital to estimate the change in UCS when exposed to the thermal field. Data was collected from various temperature ranges and at different conditions to understand the general strength response to a temperature field.

The values were normalized to obtain a fair comparison between data, as different sandstones with different strengths were used. The normalized UCS is defined as:

$$\frac{C_n}{C_f} = \frac{C}{C_i}$$

where $C_f$ is the normalized UCS, $C$ is the UCS after thermal treatment, and $C_i$ is the UCS at a reference temperature, which is usually room temperature.

The UCS values for sandstones presented here were obtained from a static loading UCS test where the samples were thermally treated before testing. The impact of a thermal field into the rock strength is tricky, Fig. 9.

In general, there is a decreasing trend of the strength of the sandstone when exposed to a thermal field and cooled down. That decrease is even clearer after reaching a critical temperature, which ranges from 300 °C to 400 °C for the selected sandstones.

In the presented data (Fig. 9), the curve with a circular marker shows a different trend compared to other tests. The strength of the samples increases until the critical temperature of 400 °C, after which the samples lose 50% of the original strength. On the other hand, the remaining sandstones almost reveal a similar decreasing trend. There was no significant difference in the effect of the cooling rate on sandstone. As can be seen in Fig. 9, the sandstone that was cooled with water almost shows a similar rate of change compared to other samples that were air cooled.

Figure 10 shows the evolution of the sandstone’s strength, subjected to heating. It appears that heating is hardening the sandstone as the trend of strength reveals an increase in the UCS, up to a certain temperature threshold. There is a minor change in the strength of sandstone represented by the gray curve sample. As in previous geomechanical properties, there is a threshold temperature at which the strength of sandstone decreases. The presented data for the UCS data suggests that heating might increase the strength of the sandstone.

**Discussion**

The presented data for the sandstone shows a significant variation with temperature. There is a clear distinction between the effect of heating and cooling in the permeability, UCS, and Young’s modulus. The thermal alteration of sandstone strongly depends on the experimental procedure conducted to measure the specific property.

The permeability increases when sandstone is cooled down. Furthermore, a higher cooling rate with nitrogen...
shows more improvement in permeability. Heating sandstone under confinement pressure reduces the permeability of the sandstone. In terms of mechanical properties, the prediction of thermal is more challenging, especially since the thermal treatment in all the experiments reported in the literature reviewed were performed at atmospheric conditions. In general, the stiffness and strength of sandstone decrease when a cooling thermal gradient is applied, while the unclear trend is observed when the measurement was taken after imposing a heating thermal gradient.

A possible reason for the thermal effect on sandstone is the development of microcracks. The scanning electron microscope (SEM) image, Fig. 11, shows the development of a microcrack on sandstone. The sandstone was heated first to the target temperature and then subjected to thermal shock by water; however, it is not clear whether this crack is a result of heating or the imposed thermal shock. The other reason is the different thermal expansion and thermal properties of minerals composing sandstone, Table 1.

It can be seen that the thermal properties are different for the minerals, which affect the heat flow and how different minerals react to a thermal field. The other important factor affecting the response of sandstone to a thermal field is the experimental protocol. Most of the data used in this study were obtained from sandstone that was subjected to thermal treatment under atmospheric conditions.

Table 1 The typical thermal properties of sandstone constituting minerals.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Linear Thermal Expansion Coefficient (1/K)</th>
<th>Thermal Conductivity (W/m K)</th>
<th>Specific Heat Capacity (kJ/kg K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>$18 \times 10^{-5}$</td>
<td>6.5</td>
<td>0.72</td>
</tr>
<tr>
<td>Calcite</td>
<td>$24 \times 10^{-6}$</td>
<td>3.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>$18.6 \times 10^{-6}$</td>
<td>2.6</td>
<td>0.93</td>
</tr>
<tr>
<td>Smectite</td>
<td>$9 \times 10^{-6}$</td>
<td>1.9</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Subsequently, it is challenging to control the thermal treatment under confining pressure either due to the equipment limitation or minimizing the heat loss during the experiment.

Conclusions
An extensive review was conducted to understand the response of sandstone to a thermal field. This article studied the differences between the effect of heating and cooling on sandstone permeability, UCS, and Young's modulus. The main conclusions drawn from this study are:

- There is an evident change in the sandstone’s physical and mechanical properties when subjected to a thermal treatment.
- The sandstone’s permeability decreases with heating and increases with cooling.
- High cooling with liquid nitrogen improves the permeability further compared to a low cooling rate.
- The stiffness of sandstone is greatly impacted by a thermal treatment, where cooling decreases the overall stiffness of sandstone. A similar trend was observed for the UCS.
- There was no clear trend in a variation of Young's modulus and UCS when subjected to heating.
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